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This book includes the papers presented at the "49th Meeting of the Italian Statistic Society".
The conference has registered 445 participants, 350 reports divided into 4 plenary sessions, 20
specialised sessions, 25 sessions solicited, 27 sessions spontaneous, 2 poster sessions. The high
number of participants, the high quality of the interventions, the productive spirit of the conference,
the ability to respect the time table, are the main indices of the full success of this conference.
The meeting hosted also, as plenary sessions, the ISTAT annual report 2018, and a round table
on statistics and job markets. Methodological plenary sessions concerned with ordinal data, the
dynamics of climate change and models in biomedicine.

Moreover, two related events were held: Start-up Research (SUR) and Stats Under the Stars (SUS4).
The SUS4 event attracted many sponsors of statistical, financial, editorial fields as well as numerous
students, not only from Italy but also from abroad (Groningen, Tyumen, Barcelona, and Valencia):
98 students for a total of 25 teams. The SUR was a 2-day meeting where small research groups of
young scholars, advised by senior researchers with a well-established experience in different areas
of Statistics, was asked to develop innovative methods and models to analyse a common dataset
from the Neurosciences.
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A new paradigm for rating data models
Un nuovo paradigma per modelli su dati di preferenza

Domenico Piccolo

Abstract Rating data arise in several disciplines and the class of Generalized Lin-
ear Models (GLM) provides a consolidated methodology for their analysis: such
structures (and a plethora of variants) model the cumulative probabilities of or-
dinal scores as functions of subjects’ covariates. A different perspective can be
adopted when considering that discrete choices as ordinal assessments are the re-
sult of a complex interaction between subjective perception and external circum-
stances. Thus, an explicit specification of the inherent uncertainty of the data gen-
erating process is needed. This paradigm has triggered a variety of researches and
applications, conveying in the unifying framework of GEneralized Mixtures with
uncertainty (GEM) which encompasses also classical cumulative models. Some crit-
ical discussions conclude the paper.

Abstract Dati di preferenza sono presenti in differenti ambiti e la classe dei modelli
lineari generalizzati fornisce una metodologia consolidata per la loro analisi. Una
prospettiva differente deriva dal considerare le scelte discrete che producono dati
ordinali come un processo derivante da (almeno) due componenti: una percezione
soggettiva (feeling) ed una ineliminabile indecisione (uncertainty). Cost, una speci-
ficazione esplicita dell’indecisione nel processo generatore dei dati di preferenza
si € resa necessaria. Tale paradigma ha generato numerose varianti e sviluppi che
includono anche I’approccio pii tradizionale. Il lavoro introduce i modelli GEM e
si conclude con alcune considerazioni critiche.

Key words: Scientific paradigm, Rating data, Empirical evidence, Statistical mod-
els, CUB models, GEM models

Domenico Piccolo
Department of Political Sciences, University of Naples Federico II, Naples, Italy. e-mail:
domenico.piccolo@unina.it
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1 Introduction

Statistical models are formal tools to describe, understand and predict real phenom-
ena on the basis of some recognizable mechanism to be effectively estimated and
tested on empirical data. This approach is ubiquitous in modern research and estab-
lishes the basis to advance disputable topics in any field: a model can be falsified
and rejected to favour a more sustainable alternative, as it is for any progress in
scientific research and human knowledge.

In this perspective, the specification step of a model derives from empirical evi-
dence, rational deductions, analogy and similarities. Given a set of data and contex-
tual information, statistical methods are nowadays sufficiently developed to provide
suitable specifications: time series, longitudinal models, qualitative variables, count
data, survival measures, continuous or discrete observations, experimental design,
reliability and quality control, etc. are settings where consolidated theories and ef-
fective methods suggest consistent specifications.

These topics will be discussed in the field of ordinal data modelling, as ratings
of objects or activities, opinions towards facts, expressions of preferences, agree-
ment to sentences, judgements, evaluations of items, perceptions, subjective sen-
sations, concerns, worry, fear, anxiety, etc. All these expressions are collected as
ratings/scores by means of verbal or pseudo-verbal categories. Such data are avail-
able in different fields: Marketing researches, Socio-political surveys, Psychological
enquiries, Sensory sciences and Medicine, among others. For these analyses, several
approaches are available as log-linear and marginal models [48], contingency tables
inference [47], and so on. In fact, the leitmotif of our discussion is that observed rat-
ing data are realizations of a (genuine) discrete or of a discretized process derived
by an intrinsically continuous (latent) variable [6].

2 The classical paradigm

Emulating the approach introduced for the logistic regression, the paradigm of cu-
mulative models considers the probability of responses less or equal to a rating r as
a function of selected regressors. A convenient link is necessary to establish a one-
to-one correspondence between a 0-1 measure (the probability) and a real quantity
(the value of the regressors); as a consequence, probit, logit, complementary log-log
links, etc. are proposed to specify the corresponding models.

The vast quantity of results derived from such procedures represents the dom-
inant paradigm in theoretical and empirical literature about the statistical analysis
of rating data. The process of data generation is introduced by invoking -for each
subject- a latent variable Y;*, taking values along the real line and related to the
values t; of p explanatory subjects’ covariates via the classical regression model:
Y*=tiB+&,i=1,2,...,n. For agiven m, the relationship with the discrete ordinal
variable R;, defined over the discrete support {1,2,...,m}, is provided by:
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a1 <Y'<a, — Ri=r, r=12,....m,

where —o0o = Qg < 0] < ... < 0y, = +o0 are the thresholds (cutpoints) of the con-
tinuous scale of the latent variables Y;*.
Then, if & ~ F¢(.), the probability mass function of R;, for r = 1,2,...,m, is:

Pr(Ri=r)=Pr(a,.1 <Y <d,)=F(a,—t;B)—Fe(a,_1 —t;8), (1)

where Pr(R; <r|0,t;) = Fg(a,—t;B) fori=1,2,...,.nand r=1,2,... ,m.

This specification requires the knowledge of 8 = (a’, B') parameters, that is the
(m —1) intercept values & = (ay,...,0,_1)" in addition to the explicit covariate
parameters B = (Bi,...,5,)’.

When selecting logistic random variables &;, the probability of a single rating
turns out to be:

1 1

Pr(R; =r|0,t;) = 1+exp(—[a,—1:8]) 1+exp(—[a,_—1:8])’

@)

fori=1,2,...,nand r=1,2,...,m. As a consequence of proportionality properties,
these models are known as proportional odds models (POM ) [1, 66].

Cumulative models have been embedded into the GLM perspective [51] and gen-
eralized in several directions: multilevel, varying choice of thresholds, multivariate
setting, conditional logits including both subjects’ and objects’ covariates [52], vari-
able effect ¢; 8 jas in stereotype models [5], or thresholds which depend on covari-
ates as in partial proportional odds models [57], and models with dispersion effects
as the location-scale models [50] or location-shift models [67].

Quite often, the interpretation of these models takes advantage of odds and log-
odds measures which are quantities easily manageable by Medicine and Biomedical
researchers; similarly, plotting devices explain the direction and the effect of signif-
icant covariates on the ordinal responses and new graphical solutions have been
recently advanced [68]. In order to anchor the estimated results to easier and more
interpretable indexes [2, 3] some difficulties have been emphasized.

Indeed, some drawbacks of the classical specification should be noticed:

e Data generating process refers to a latent variable whose unobservable distribu-
tion defines the discrete distribution for the observable ratings.

e [t is difficult to accept that -in any circumstance- subjects perform choices by
considering ratings not greater than a fixed one, whereas it is more common to
consider choices as determined by the “stimulus” associated to a single category
and its surrounding values. In fact, the relationship (2) is difficult to manage for
deriving immediately the effect of a set of covariates on the categorical response.

o If ratings generated by several items have to be clustered, ranked or classified,
unconditionally from covariates, the classical setting leads to a saturated model,
which implies an arithmetic equivalence between observed and assumed distri-
butions.
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A different paradigm has been proposed for rating data [58, 28] which is substan-
tially based on the explicit modelling of the data generating process of the ordinal
observations [44].

3 A generating process for rating data

Finite mixtures have been advanced by several Authors for analysing ordinal data
(see [62] for a review) and most of them are motivated for improving fitting. They
assume a convex combinations of probability distributions belonging to the same
class of models or discretize continuous random variables to get appropriate proba-
bility mass functions for the observed ratings: in this vein, the reference to the Beta
distribution with several variants is frequent: [55, 32, 65, 31, 70], among others. A
different proposal arises from stochastic binary search algorithm [8].

In this scenario, psychological rationale related to the choice of ordinal scores
leads to the introduction of CUB models [58]. A mixture distribution is specified
to model the propensity to adhere to a meditated choice (formally described by a
shifted Binomial random variable) and to a totally random one (described by a dis-
crete Uniform distribution). Original motivations for the selection of these random
variables were mostly based on a simplicity criterion [28]. However, the Binomial
random model may be interpreted as a counting process of a sequential selection
among the m categories and accounts for the genuine feeling of the response (ap-
pendix of [43]). Then, the Uniform distribution has been introduced as the most
extreme among all discrete alternatives and accounts for the inherent uncertainty of
the choice [39, 34, 63]. Independently, a psychological support to a direct modelling
of a discrete component in the ordinal choices has been recently proposed by Allik
[4].

Then, for a known m > 3, given a matrix T of values for subjects’ covariates, a
CUB model for the i-th subject implies both stochastic and deterministic relation-
ships defined, respectively, as:

Pr(Ri=r|T)=1b(&)+ (1 —15)pY, r=1,2,....m
1 1 3
WZE(B):W; Ei:Ei(V):W; i=1,2,...,n.

Wesetb, (&)= (""1)EM " (1- &) and p! = 1/m,r=1,2,...,m, for the shifted
Binomial and Uniform probability mass functions introduced to model feeling and
uncertainty, respectively. Here, (z},w})" are the values of the subjects’ covariates
extracted from the subjects’ covariates data matrix 7. The acronym CUB stands for
Combination of a (discrete) Uniform and (shifted) Binomial distribution.

Given the parameterization (3), it should be noticed that:

e the set of values z; and w; may be coincident, overlapped or completely different;
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e whereas 1 — &; characterize the Binomial distribution of the mixture and are
immediately related to the strength of the feeling component (they involve the
modal value of the responses), the uncertainty parameters 1 — 7§ are just the
weights of the Uniform distribution assumed for the indecision in the responses
(thus, they are not involved in the specification of p¥);

e although psychological arguments are sufficient for motivating uncertainty as an
important component of an ordinal choice, it is possible to show that uncertainty
may be also generated when genuine Binomial choices manifest small variations
in the feeling parameters.

e CUB models are able to detect a possible relationship between feeling and uncer-
tainty when a common covariate is significant for those components.

Any one-to-one mapping R? « [0, 1] between parameters and covariates is le-
gitimate but the logistic function is to be preferred for simplicity and robustness
properties [42]. Thus, the relationships:

logit(1—15) = —z;B; logit(1—&) = —wy; i=12,....n. (4

immediately relates uncertainty weights and feeling measures to subjects’ covari-
ates.

Although model (3) has been introduced with covariates, one may specify a CUB
distribution without such a constraint:

o if T=aver(7%) and & = aver(&;) are some averages of the individual parameters,
the parameters (71, &) can be used to compare the responses to different items;

e for a given i-th subject, the features of the implied CUB model conditional to
(zi, w;) may be investigated by letting 77 = mand §; =& .

In this way, a CUB probability distribution is defined as:
Pr(R=r|0)=mb, (&) +(1-mpY, r=1.2,....m )

where 8 = (,&) € Q(0) = {(m,&): 0<m<1,0<& <1} and the parameter
space Q () is the (open left) unit square.

A CUB model is identifiable [36] for any m > 3 whereas m = 3 implies a satu-
rated model. Not all the well-defined discrete distributions are admissible for a CUB
model as, for instance, bimodal probability functions. However, if multimodality
is a consequence of latent classes then a CUB model with an explanatory variable
related to those classes is adequately fitted according to (3).

A qualifying feature of CUB models is their visualization: given the one-to-one
correspondence between the probability mass function (5) and a single point in the
parameter space Q (), it is immediate to compare different items in terms of feeling
and uncertainty; furthermore, by including subjects’ covariates as in (3), the effect
of each covariate on either components is visualized and response profiles can be
identified. Finally, when CUB models estimated for different clusters —specified by
time, space, circumstances and/or covariates— the changes in the responses (in terms
of feeling and uncertainty) are immediately shown in the same parameter space. In
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this respect, also more refined devices —as, for instance, Scatter Plot of Estimates
(SPE)— have been advanced [45].

Inferential issues have been solved by asymptotically efficient maximum like-
lihood methods performed by EM procedures [59] which are implemented in an
R package [45]. Residual analysis may be conducted [29]. Alternative inferential
procedures as Bayesian approaches [25] and permutation tests [9] have been also
established.

Successful applications of CUB models have been obtained in different fields and
for dissimilar objectives [21, 26, 10, 15, 11, 24, 13, 17]. In addition, formal and
empirical comparisons with cumulative models have been extensively discussed on
both real and simulated data sets [62]. Especially, the performance of the novel
class of models has been checked when heterogeneity is a heavy component: in
these circumstances, the better performance of CUB model as measured by BIC
criterion, for instance, is the consequence of parsimony. Moreover, CUB models
correctly assign heterogeneity to a possible uncertainty as related to explanatory
covariates, whereas in POM heterogeneity is scattered over the categories by means
of estimated cutpoints.

In this class of models, feeling causes no interpretation problem since it is im-
mediately related to the attraction towards the item (modal values of the distribution
and feeling parameters are strictly related); on the contrary, some doubts concern
the nature of the uncertainty component [33], especially when no subjects’ covari-
ates are introduced. Surely, the measure conveyed by 1 — 77 includes at least three
meanings:

e subjective indecision: the measure 1 — T is related to the personal indecision of
the i-th respondent;

e heterogeneity: for CUB model without covariates, 1 — 7T summarizes heterogene-
ity of the responses with respect to a given item [12, 16];

e predictability: in case of predicting ordinal outcomes, 7T is a direct measure of
predictability of the model with respect to two extremes: a discrete Uniform
(1t— 0) and shifted Binomial (71= 1) distributions.

Indeed, the special mixture proposed for ordinal data allows for a single rating to
convey information on both feeling and uncertainty parameters:

i) the observed r is directly related to & since the probability of high/low values
of r may increase or decrease with 1 — &;

i) the observed r has also a bond with 7T since, for each score r, it increases or
decreases the relative frequencies of: |Pr (R=r)—— | O . Then, modifying the

distance from the Uniform situation, each response modifies also the information
concerning the uncertainty.
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4 The family of CUB models

Previous models have been generalized in several directions to adequately fit rating
data and exploit parsimony in different contexts. Among the many variants, we men-
tion the inclusion of shelter effect [37], also with covariates (GeCUB ) [43], the cases
when almost one dominant preference is expressed (CUSH ) [16] or some proposal
with varying uncertainty (as VCUB [34] and CAUB [63] for response style effects)
and also by including random effects in the components (HCUB [38] and RCUB [64])
and connections with fuzzy analysis of questionnaires [30].

Then, CUB models have been usefully applied in presence of “don’t know” an-
swers (DK-CUB [54, 41]), for detecting latent classes (LC-CUB [35]), for managing
missing values in ordered data [24], for considering a MIMIC jointly with a CUB
model [19] and for implementing model-based trees [18]. Noticeable is the discus-
sion of similarities with log-linear models [56].

Further significant issues are the multi-items treatments, when also objects’ char-
acteristics are considered [61], and some genuine and promising multivariate pro-
posals [7, 22, 23, 20].

An important advancement considers overdispersion as a further component to be
examined. Thus, the feeling parameter is interpreted as a random variable specified
by a Beta distribution: so, a (shifted) Beta-Binomial distribution is considered for the
feeling component and CUBE models are introduced [39, 60, 46]. This class is truly
general since it includes several previous specifications (as THG [27], for instance);
in addition, it adds higher flexibility to CUB models with an extra parameter. Since
CUB are nested into CUBE models, relative testing is immediate.

The importance to take explicitly uncertainty into account in designing statistical
models for rating data has received an increasing consideration (as in CUP models:
[69]); indeed, the inclusion of classical approach in the emerging paradigms is a
desirable opportunity.

In fact, due to the complex functioning of decision making process, two com-
ponents are definitely dominant: i) a primary attraction/repulsion towards the item
which is related to the personal history of the subject and his/her beliefs with respect
to the item; ii) an inherent indecision derived by the circumstances surrounding the
choice. This argument is grounded on empirical evidence since any choice is a hu-
man decision, where taste, emotion, sentiment are substantial issues which manifest
themselves as a random component denoted as feeling. Moreover, choice changes
over time, with respect to the environment, the modality (verbal, visual, numerical,
etc.) and the tool (face-to-face response, telephone, questionnaire, online, etc.) by
which data are collected: these circumstances cause an inherent indecision denoted
as uncertainty.

Then, each respondent provides observations which are realizations of a choice

R; generated by mixing the feeling X; and the uncertainty V;. Formally, let m be the
number of categories and tEX) eT, t,(-V) € T, where T includes the values of the

selected covariates to explain feeling and uncertainty, respectively.
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For any well-defined discrete distributions for feeling X; and uncertainty V;, re-
spectively, a GEneralized Mixture model with uncertainty (GEM) is defined as fol-
lows:

Pr(Ri=r| @) =1iPr(Xi=r [t W)+ (1=m)Pr(vi=r),  (©

fori=1,...,nand r=1,...,m. Here, 7T = n(tfv),B) € (0, 1] are introduced to
weight the two components and ¥ includes all the parameters necessary for a full
specification of X;. The probability distribution of the uncertainty component V; is
assumed known over the support {1,...,m} on the basis of a priori assumptions.

GEM models (6) are a very flexible class of models to interpret and fit rat-
ing data since they may specify: main flavour of the responses and their uncer-
tainty/heterogeneity, overdispersion in respondents’ feeling, presence of a possible
inflated category and different probability distributions for given covariates: a dis-
tribution function for a latent variable to be discretized (classical approach); a prob-
ability mass function (novel approach). Both of them may include uncertainty in
their specification for better fitting and interpretation.

Thus, GEM is the new paradigm since it is an inclusive class of models for ordinal
data which encompasses both classical and mixture models in a unique representa-
tion where distributions are not compelled to belong to the exponential family.

5 Occam’s razor: believe it or not

Occam’s razor refers to one of the first principle in scientific research: “Non sunt
multiplicanda entia sine necessitate” (Entities are not to be multiplied without ne-
cessity).

Cumulative models without covariates are saturated and this circumstance causes
logical problems which have not been considered too much in the literature. The
point is that estimable thresholds act as frequency parameters to perfectly fit the ob-
served distribution; the introduction of explanatory variables modifies this perfect fit
by adding variability to data. The paradox is that the starting point is a deterministic
model and this structure becomes a stochastic one by adding further information.

Now, let &(.# | A) be the measure of the explicative power of a model .# when
the information set is A: it may be log-likelihood, pseudo-R?, fitting measure, diver-
gence, BIC, deviance, etc. Then, let us denote by €(.# | AU B) the same quantity
when the information set is enlarged by a not-empty set B disjoint with A. Of course,
A C (AUB) and (4 | A) < €(.# | AUB) for any informative data set B. According
to Occam’s razor principle, a statistician should prefer a model based on (A U B) if
and only if the enlarged information improves the explicative power of A, otherwise
B is a “multiplicanda entia sine necessitate”.

In the class .# of cumulative models, let A be the information set consisting of
observed ratings and B the set of values of explanatory variables. Then, &(.Z | AU
B) < &(.# | A) since any explicative power measure will reach its maximum in case
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of perfect coincidence of predictions and observations. Thus, under this perspective,
the application of these models might appear controversial.

These considerations favour the novel paradigm since in the parametric mixture
models modelling it is possible to fit and interpret data by splitting the explicative
power of the probability structure from the added contribution given by explanatory
covariates. This approach starts with a stochastic model and improves its perfor-
mance by adding genuine information.

6 Conclusions

The core of the paper is to underline the paradigmatic nature of the modelling ap-
proach to rating data. According to Kuhn [49], a paradigm includes “the practices
that define a scientific discipline at a certain point in time”. Indeed, changes in
paradigms have been recently proposed in order to better comprehend the subjective
mechanism of a discrete selection out of a list of ordinal categories. The crisis of the
established approach is more evident for clustering of items, visualization and inter-
pretation purposes, especially in the big data era. Simulated and real data analysis
support the usefulness of the chosen mixture modelling approach as a prominent
alternative, thus fostering an integrated rationale.

Although some of them are useful, “all models are substantially wrong” and this
aphorism is valid also for a novel paradigm. The substantive problem is to establish
the starting point for further advances in order to achieve better models which should
ever be improved. As statisticians, we must be aware of the role and importance of
uncertainty in human decisions and CUB models may be considered as building
blocks of more complex statistical specifications; above all, they act as a benchmark
for more refined analyses.

An open-minded research process implies that a new paradigm is to be contrasted
by the current one, being able to pursue all previous commitments and even solve
new challenges. A convincing proposal easily captures new followers; it may be
applied in different circumstances and former paradigms may be more and more
critically considered. Unfortunately, since models are questionable by definition and
given that human mind has inertial attitude towards novelties (it is a heavy effort to
assume a new paradigm in consolidated procedures), the breaking point is often
deferred in time.

Probably, time is not ripe yet for a paradigm shift. Nevertheless, a comprehensive
family of models with appealing interpretation and parsimony features, a number of
published papers supporting the new approach in different fields, an increasing dif-
fusion of models which include uncertainty with a prominent role, the availability
of a free software which effectively performs inferential procedures and graphical
analysis are convergent signals that the prospective paradigm is slowly emerging.
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Statistical challenges and opportunities in
modelling coupled behaviour-disease dynamics
of vaccine refusal

Modellazione del rifiuto vaccinale come interazione delle
dinamiche delle malattie infettive e del comportamento
individuale: sfide ed opportunita per le discipline
statistiche

Chris T. Bauch

Abstract Vaccine refusal has proven to be a persistent foe in efforts to protect pop-
ulations from infectious diseases. One hypothesis about its origin posits a coupling
between vaccinating behaviour and disease transmission: when infection prevalence
is sufficiently low, individuals become complacent and vaccinating becomes less de-
sirable, causing a decline in vaccine coverage and resurgence of the disease. This
dynamic is being explored in a growing number of mathematical models. Here, I
present a differential equation model of coupled behaviour-disease dynamics for
vaccine-preventable paediatric infections, and I discuss previous research that has
applied various statistical methodologies to parameterize and validate the model. I
will show how methodologies such as model selection analysis and statistical learn-
ing, in conjunction with mechanistic modelling, can be used to test for the pres-
ence of phenomena related to coupled behaviour-disease dynamics during episodes
of vaccine refusal. These phenomena include social learning and imitation, social
norms, criticality, and coupling between vaccinating behaviour and disease preva-
lence. Some of these methodologies exploit new data sources such as online social
media. I conclude that the study and modelling of vaccine refusal can greatly bene-
fit from using mechanistic models informed by both traditional and state-of-the-art
statistical methodologies.

Abstract L’opposizione ai vaccini é un fenomeno persistente che indebolisce la ca-
pacita delle comunita di difendersi dalle malattie infettive. La spiegazione di base
del rifiuto vaccinale postula I’esistenza di un’interazione tra decisione di vaccinare
e trasmissione dell’infezione: quando la prevalenza di infezione é sufficientemente
bassa il beneficio percepito dalla vaccinazione ¢ a sua volta basso, il che a lungo
andare causera una discesa della copertura vaccinale, creando le premesse per
una “risorgenza” della malattia. Queste dinamiche sono state analizzate in un nu-
mero crescente di studi modellistici. In questo lavoro presento un modello per in-
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fezioni pediatriche prevenibili da vaccino, come il morbillo, che accoppia le di-
namiche dell’infezione con quelle delle decisioni vaccinali, e discuto le ricerche di
tipo statistico che si sono occupate della parametrizzazione e validazione di queste
classi di modelli. In particolare cerco di mettere in luce il ruolo delle metodolo-
gie statistiche (p.e., teoria dell’informazione, statistical learning, etc) per verifi-
care la presenza di fenomeni di interazione tra decisioni individuali e prevalenza
dell’infezione durante epoche di rifiuto dei vaccini. Lo studio di questi fenomeni, che
includono I’apprendimento via imitazione, il ruolo delle norme sociali, e la presenza
di vari effetti “critici”, ha potuto in tempi recenti sfruttare le potenzialita dei dati
forniti dai “social”. Concludo discutendo I'importanza di combinare le metodolo-
gie statistiche tradizionali con le nuove tecniche della “data science” nello studio
dell’opposizione ai vaccini.

Key words: behavioural epidemiology, vaccine refusal, coupled behaviour-disease
systems, statistical learning, model selection

1 Vaccine-preventable infectious diseases: some background

Infectious diseases have long imposed a considerable burden on human health [36].
Improvements in nutrition, sanitation, hygiene and vaccines have considerably re-
duced this burden [9]. Smallpox was globally eradicated largely due to use of ring
vaccination [20]. Even measles—which is highly transmissible-has been eliminated
through universal vaccination programs in many countries, and the elimination of
measles from the WHO Region of the Americas raises the possibility that even
measles could one day be globally eradicated [16]. As our vaccine technologies and
ability to administer them improve, universal vaccine access could become replaced
as the primary barrier to elimination and eradication by vaccine refusal. In high-
and low-income countries alike, vaccine refusal has led to resurgence of previously
eliminated diseases such as measles [28], and has even delayed the eradication of
polio by at least a decade [33].

Vaccines provide direct protection to vaccinated individuals by stimulating their
immune response to specific antigens, but most vaccines also provide indirect pro-
tection for unvaccinated individuals by interrupting pathogen transmission [1, 31].
The transmission of infectious diseases can be mathematically modelled through
compartmental models, which assume that individuals are divided into mutually
exclusive compartments based on their infection status, and which tracks the transi-
tions between these compartments through linear or nonlinear processes [1, 31]. For
instance, the classic Susceptible-Infectious-Recovered (SIR) deterministic model
with vaccination, births and deaths assumes that the population is divided into sus-
ceptible, infectious and recovered (immune) individuals, and is represented by:

ds
o = H(1—pe)—BSI—ps, M
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dl
o = BSI=vi-ul, (2)
dR
I~ MpE+YI—UR. 3)

where S is the proportion of the population that is susceptible, / is the proportion
infectious, R is the proportion recovered, y > 0 is the mean birth/death rate, § > 0
is the mean transmission rate, 1/ > 0 is the mean duration of the infectious pe-
riod, 0 < p <1 is the vaccine coverage, and 0 < € < 1 is the vaccine efficacy [31].
We assume that a proportion p of individuals are vaccinated at birth and, more-
over, a proportion € of those individuals were efficaciously immunised, entering the
R compartment. The remaining proportion 1 — pe enter the susceptible compart-
ment at birth. We also assume that the birth rate equals the death rate and hence the
population size is constant. Note that the R equation does not appear in the S or /
equations, and since birth and death rates are equal, R = 1 — S — I therefore we can
characterize the system entirely in terms of S and /. This system has two equilibria:

El = (S1711) = (1 7p870) (4)
Y+u u Y+u
E,=8b)=——,— (1—pe——— 5
2= (S52,h2) (13 y+u< D€ ﬁ)) 6))

It is possible to show that the elimination threshold—the proportion of individuals
who should be vaccinated in order to eliminate the infection—is given by

1 1
Perit = E (1 - R()) (6)

where the basic reproductive ratio Ry = 8/(y+ 1) is interpreted as the average
number of secondary infections produced by a single infected individuals in an oth-
erwise susceptible population [1]. (In the absence of vaccination, when Ry < 1, the
disease-free equilibrium E is stable, but when Ry > 1, the disease-free state loses
stability and the system converges instead to the endemic equilibrium E;.) When
P > Peri, the disease-free state E; is globally asymptotically stable, hence the in-
fection is eliminated [31]. However, when p < pi, E> is globally asymptotically
stable and the infection is endemic [31].

2 Coupled behaviour-disease systems

The SIR model, equations (1)-(3), represents a world where vaccine coverage is
fixed at a specified level p. This is probably applicable where a decision-maker can
assume that all eligible individuals will receive a vaccine. However, as we have
noted in the first few paragraphs of this paper, vaccine refusal is an increasing prob-
lem. Therefore, we cannot always take it for granted that p will be fixed at suffi-
ciently high to eliminate an infection from a population.
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Multiple factors influence vaccine decision-making. However, several lines of
evidence indicate that individuals are more likely to get vaccinated if (1) they per-
ceive arisk of becoming infected (either due to an ongoing outbreak, possible future
outbreaks, or due to a personal history of infection), (2) they perceive a risk of se-
rious complications due to infection, and/or (3) they believe that the vaccine is safe
and effective [25, 15, 13, 10, 44]. Indeed, we might have predicted the first factor
from the SIR model: once p = p.;; is obtained, the infection has been eliminated.
In that case, any small real or perceived risk of suffering an adverse effect from the
vaccine appears large compared to zero risk of being infected, thus the vaccine be-
comes undesirable and vaccine coverage can fall back below p..;. Hence, we have
a situation where individuals influence disease prevalence through their decision
to become vaccinated, but disease prevalence in turn influences vaccine decision-
making through individuals’ desire to avoid becoming infected. We can therefore
conceptualize this as a coupled behaviour-disease system, where disease dynamics
and behavioural dynamics are combined into a single coupled system (Figure 1).
An increase in vaccine coverage reduces infection prevalence (negative feedback),
whereas an increase in infection prevalence boosts perception of infection risk and
therefore boosts vaccine coverage (positive feedback), hence together they form a
negative feedback loop leading to a stable state of endemic infection and interme-
diate vaccine coverage. Similar approaches to coupling human and natural systems
have been taken up by ecologists and environmental scientists studying terrestrial
and other ecosystems [34, 32, 2, 8, 30].

The importance of this interaction between infection and behaviour was not lost
on the mathematical epidemiologists of the late twentieth century. Perhaps the ear-
liest work to incorporate behaviour into epidemic dynamics was by Capasso and
Serio, who proposed a model where the infection incidence term BSI in the SIR
compartmental model is modified to take into account behavioural reactions to
changing infection incidence during an outbreak [14]. Year later, the HIV/AIDS
pandemic stimulated research on modelling the dynamics of core groups in infec-
tion transmission models, where recruitment into the core group depends on infec-
tion prevalence [27]. Economists and epidemiologists studied the problem from the
perspective conflicts between individual interest and socially optimal approaches
starting in the 1980s and 1990s as well [21, 11]. Subsequently, models of coupled

+
Risk perception

Vaccine
coverage

Fig. 1 Schematic diagram of
a coupled behaviour-disease
system. Increasing vaccine
coverage reduces infection
prevalence, which in turn
causes a drop in vaccine

Infection
prevalence

coverage if the population
becomes complacent due to
lack of infections. The result
is a negative feedback loop.

Direct and indirect
protection
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behaviour-disease interactions started becoming popular starting in the mid-2000s
[7, 3, 26, 18, 19] (see Refs. [23, 6, 35, 45, 22, 46, 43] for reviews).

A game theoretical treatment of vaccine refusal provides a clear example of how
adding adaptive human behaviour changes the predictions of epidemic models. For
instance, following the approach of Ref. [5] for equations (1)—(3), it is possible to
find the Nash equilibrium vaccine coverage p* at which the payoff for an individual
to vaccinate equals the payoff for an individual not to vaccinate. This turns out to
be the vaccine coverage that should be exhibited by a population of rational, self-
interested agents [5]. The expression is

L1 1
P =z (1 Ro(l—rv/r,-)) ™

where r, is the perceived risk of vaccine side effects and r; is the perceived risk
of infection complications. By comparing this expression to equation (6) for the
elimination threshold, it is clear that p* < p..;; when 0 < r, < r;. Due to the free-rider
effect, it should therefore be impossible to eliminate an infection under a voluntary
vaccination policy in a population of rational, self-interested agents [21, 5].

However, individuals are not rational self-interested agents when it pertains to
vaccinating decisions [25, 15, 13, 10, 44]. For instance, peer imitation is an impor-
tant feature of vaccinating behaviour that can be incorporated into epidemic models
[17]. In the remainder of this paper we use a model that accounts for more realis-
tic processes including imitation (social learning), social norms, and use of rule-of-
thumb (heuristics) to determine infection risks [37]. The SIR equations are modified
by replacing constant vaccine coverage p by a dynamic vaccine coverage x, where
x is determined by a differential equation capturing how individuals learn vaccine
opinions from others. A perfectly efficacious vaccine is assumed (€ = 1) which is
a good approximation to the actual effectiveness for multi-course doses of most
common pediatric vaccines. The model equations are:

das
I = p(1—x)—BSI—us, ®)
di
E—ﬁSI—V]—NI; ©
dR
o = MxtYI— R, (10
dx
o=l —x) [Fo+1+8(2x—1)]. (11

In these equations, x is the proportion of the population favouring vaccination;
® = r,/mr; controls the relative effects of the perceived risk of vaccine compli-
cations r,, the perceived risk of infection complications r;, and a proportionality
constant m determining the perceived probability of becoming infected as a function
of current infection prevalence I(¢) (the ‘rule of thumb’ for determining individual
risk of becoming infected); J is the strength of social norms; k represents the social
learning rate; and other parameters and variables are as in equations (1)—(3). In this
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model, individuals are either vaccinators or non-vaccinators and sample other indi-
viduals at a specified rate. If the other person being sampled is playing a different
strategy and is receiving a higher utility, the given individual will change to that
strategy with a probability proportional to the expected gain in utility (see Ref. [37]
for details). When I is higher, more individuals will switch to a vaccinator strategy
by imitating others. But when  is higher due to higher perceived vaccine risk, or
lower perceived risk of infection or infection complications, then more individuals
will switch to a non-vaccinator strategy. The social norms term & (2x — 1) moves the
population in the direction of whichever strategy is more popular, and thus captures
peer pressure. We may remove the R equation since R does not appear in the other
equations, hence dynamics can be described completely through (S,7,x).

The coupled behaviour-disease model, equations (8)—(11), exhibits a broad range
of behaviour including 5 equilibria: a disease-free equilibrium where no one gets
vaccinated, (1,0,0); a disease-free equilibrium where everyone gets vaccinated,
(0,0,1); a disease-free equilibrium where part of the population are vaccinators; an
endemic equilibrium where no one gets vaccinated; and an endemic equilibrium
where part of the population are vaccinators. The model also exhibits stable limit
cycles where x and 7 oscillate (Figure 2). The model is characterized in Ref. [37].

3 Challenges and opportunities for statistics in coupled
behaviour-disease modelling

3.1 Parameterization and validation

Parameterizing and validating coupled behaviour-disease models present unique
challenges on account of both their larger dimensionality and their coupling. Even
with rich data on the epidemiological and sociological layers of the system in sep-
aration from one another (Figure 1), one is faced with the additional challenge of
obtaining data on the coupling between the two layers—an aspect often ignored in

1 : : — ¥=0.00025
— x=0.001

0.8 .

=06

04
02
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model in equations (8)—(11).
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traditional epidemiological and sociological studies. Accordingly, statistical infer-
ence [29], probabilistic uncertainty analysis [24], and model selection analyses such
as use of information criteria [4, 37] are even more important for coupled behaviour-
disease models than for sociological models or disease dynamic models in the ab-
sence of coupling. Information criteria can be particularly helpful because higher
dimensionality and relative lack of data create hazards of over-fitting.

When the sample size n of a dataset is small compared to the number of param-
eters K being used to fit a model (n/K < 40), a variant of the Aikaike information
criterion known as the corrected Aikaike information criterion (AICc) may be used
(AICc = AIC + 2K(K +1)/(n— K — 1)) [12]. Using AICc, the baseline model in
equations (8)—(11) has been compared to variant models lacking either the social
learning mechanism (such that individuals switch opinions immediately as soon as
the utility becomes more favourable, without learning the new opinion from peers);
feedback from infection prevalence (such that infection prevalence is not a part of
the utility function); or both mechanisms. The baseline model and its three variants
were compared under five different forms for the possible time evolution of rela-
tive risk perception during a vaccine scare, @ = @(¢) (see Figure 3, left-hand side).
The 5 x 4 =20 models were fitted using maximum likelihood to vaccine coverage
and case notification data from the whole cell pertussis vaccine scare in the United
Kingdom in the 1970s-80s (Figure 3) [4]. Comparing the AICc for these 20 models
reveals interesting findings. Firstly, adding both social learning and prevalence feed-
back (i.e., using the baseline model) improved the AICc score and resulted in a better
fit for most of the risk evolution curves (Figure 3, first column). (The comparison
is worse under the bottom risk evolution curve, but this may be expected since an
arbitrarily good AICc score can be obtained by adding enough degrees of freedom
to the phenomenological curves that describes risk evolution.) Secondly, the vari-
ant model with infection prevalence feedback but no social learning (Figure 3, third
column) exhibited highly unstable dynamics that both yields poor AICc scores and
does not resemble vaccine coverage time series in any known system. This variant
can be taken as a representative of Homo economicus—the idea that humans adopt
Nash equilibria irrespective of social influences, while the baseline model including
social learning could be taken as representative of Homo socialis—humans as social
animals. Hence, this information theoretic exercise supports the notion that both in-
fection prevalence feedback and social learning are important parts of explaining
vaccine refusal in coupled behaviour-disease systems.

Model validation in coupled behavior-disease models can take the form of retro-
spectively testing of predictive power, for instance. For the pertussis vaccine scare,
equations (8)—(11) were also fitted to the early years of the vaccine scare to see
whether the model could predict the later years, and it was found that the first seven
years of data provided enough information to predict the last ten years of the time se-
ries with good accuracy, despite the simplicity of the model [4]. However, the model
did not show predictive power in retrospective analysis for the measles-mumps-
rubella (MMR) autism vaccine scare in the UK during the 1990s-2000s. This might
be due to the fact that measles dynamics were too irregular and stochastic through-
out most of the MMR vaccine scare and thus a deterministic differential equation
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model might not be the right model to use in that situation. This is in contrast to the
pertussis vaccine scare where large ‘deterministic’ outbreaks occurred.

3.2 Applications of statistical learning

The previous section described the need for data on both sociological and epidemi-
ological subsystems. However, acquiring data for social subsystems—or sometimes
even epidemiological subsystems—can be a challenge. The advent of digital data
from sources like online social media has provided an alternative data source that
can complement existing methods such as social surveys and case notifications [39].
Digital social data have been used not only to study online sentiment relating to vac-
cinating behaviour [40] but also to predict the outbreaks themselves, such as through
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1
J#\l -\/ |
06 ©
04 g
-52.5 -12.5 -10.4 341 02 °
1
08 o
#2 \ 7= 05 §
04 g
511 -12.5 -12.9 2338 [102 1%
1
- -V/ \ 74 w B
06 ®
. 04 %
-48.6 9.1 -14.1 431 02 °
1
#4 0t g
bé 06 ©
/L i %
-47.2 9.1 9.0 365 [ 2 ©
1
#5 \ ~ V e
06 &
/o 04 g
-43.9 5.2 133 699 1028
1971 1976 1981 1986 1971 1976 1981 1986 1971 1976 1981 1986 1971 1976 1981 1986 o
year year year year

Fig. 3 Aikaike information criterion (AICc) scores and model fit of the coupled behaviour-disease
model compared to variants for the UK whole pertussis vaccine scare. Pertussis vaccine coverage
in the UK showed a steep decline over 5 years, from ~80% to ~30%, before commencing a
slow return trajectory to high coverage levels (black lines). The red lines show best-fitting models
for the baseline model (first column) and three variant models (second to fourth columns), for
5 risk evolution curves (rows, with form of curve shown on left). The numerical value in each
subpanel is the AICc value for the fit: more negative AICc values correspond to better scores, i.e.,
the model exhibits a better balance of explanatory power with as few parameters as possible. Figure
reproduced from Ref. [4].
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symptom searches on the Internet [39]. Accordingly, it can help investigators obtain
data on social dynamics, disease dynamics, and their coupled dynamics.

However, the amount of digital data is staggering compared to the size of most
conventional epidemiological datasets and it cannot be manually processed. Hence,
methods such as machine learning are required to analyze the data [42]. A particu-
larly common type of machine learning is statistical learning, in which a computer
is used to construct a probabilistic model of a dataset that exhibits statistical regu-
larities. The statistical learning algorithm may use a training set in order to improve
its probabilistic models. In Ref. [38], a statistical learning algorithm called a lin-
ear support vector machine (SVM) is used to study the 2014-15 California measles
outbreak, in which vaccine refusal played a considerable role. The algorithm classi-
fied tweets about MMR vaccines into ‘pro-vaccine’, ‘anti-vaccine’, and ‘other’ cate-
gories. The number of pro-vaccine tweets were taken to correspond to x in equations
(8)—(11) (see Ref. [38] for discussion of limitations of this assumption).

When the perceived vaccine risk @ increases sufficiently, equations (8)—(11) ex-
hibit a tipping point beyond which vaccine uptake falls dramatically and the dis-
ease becomes endemic again [38]. The authors hypothesized that California was
approaching this tipping point in the years before the relatively small Disneyland
outbreak, and then receded from the tipping point afterward as vaccination became
popular again. The approach and recession from a tipping point can be detected far
in advance through changes in statistical indicators such as the lag-1 autocorrelation,
coefficient of variation, and variance of a time series [41, 8]. The authors show that
three empirical datasets based on SVM-classified tweets generally show expected
trends, as predicted by equations (1)—(3) (Figure 4) [38].

This research suggests that vaccinating behaviour in coupled behaviour-disease
systems can be classified as a critical phenomenon, and may exhibit early warning
signals before widespread changes in behaviour such as the occurrence of large-
scale vaccine scares. Interestingly, the coefficient of variation of the anti-vaccine
time series of tweets shows a decline before the tipping point, instead of an increase
as shown in all other time series tested and as might be expected from other research
on tipping points in related systems [38]. The model predicts the same decline for
the coefficient of variation of antivaccinators, however, illustrating the importance
of using mechanistic models when interpreting statistical indicators.

4 Summary and Discussion

These examples illustrate the statistical challenges that emerge when parameteriz-
ing and validating coupled behaviour-disease models, as well as the synergies and
opportunities that may arise when statistical and mechanistic approaches are used in
conjunction. In the example of the model selection exercise, we saw how comparing
the AICc scores of different models supported the notion that vaccinating behaviour
is closer to the Homo socialis description than the Homo economicus description.
In the example of using statistical learning to analyze tipping points, we saw how
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algorithms like linear support vector machines can be used to analyze vast amounts
of online social media data to look for early warning signals of tipping points. The
need for using mechanistic models to help interpret statistical patterns was shown
by the decrease in coefficient of variation near a tipping point for anti-vaccinators,
instead of the increase that is more commonly expected.

This research also suggests a more general approach by which mechanistic mod-
els can help us to make sense out of the bewildering complexity of social data. Dy-
namics generally simplify near tipping points, such that different types of complex
nonlinear systems with highly divergent dynamics generally exhibit only the same
restricted set of possible dynamics near a tipping point [41]. Hence, looking for ev-
idence of tipping points in social media data is one possible way to begin moving
from current predominantly descriptive statistical approaches to social media data,
to statistically-informed mechanistic theories of social interactions.

These cases are only two selection-biased examples from a vast array of pub-
lished work on how statistics and mathematics can be used together to study coupled
behaviour-disease systems. For instance, a further opportunity not addressed here is
the use of stochastic models, which maybe be particularly relevant close to the dis-
ease elimination threshold, or when rare but scary events perceived to be associated
with vaccines or diseases occur. Moreover, new data sources such as online social
media are already generating new statistical methodologies, and will likely continue
to do so in the future. In conclusion, mechanistic approaches to coupled behaviour-
disease dynamics of vaccine refusal can benefit from close attention to use of rel-
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Fig. 4 Critical slowing down in pro-vaccine tweets near a tipping point, before and after Disney-
land measles outbreak. (A-D) Variance, (E-H) lag-1 AC, and (I-L) coefficient of variation for (A, E,
and I) US GPS-derived data, (B, F, and J) US Location Field-derived data, (C, G, and K) California
Location Field-derived data data, and (D, H, and 1) model predictions. The residual time series was
used for variance and lag-1 AC. Kendall tau rank correlation coefficients are displayed before (reg-
ular font) and after (italic) the Disneyland peak with p values denoted by <. Window width used
to compute rolling averages is indicated by line interval. Shaded region indicates outbreak time
period. Model panels show indicators averaged across 500 stochastic model realizations (black), 2
SDs (shaded), and 10 example realizations (colored lines). Figure reproduced from Ref. [38].
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evant empirical data for parameterization and validation, analyzed with both tra-
ditional and state-of-the-art statistical methods. Such empirically-driven modelling
may help us tackle problems of vaccine refusal around the world, and perhaps even
speed the global eradication of some vaccine-preventable infections.
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Bayesian nonparametric covariate driven
clustering

Un modello bayesiano nonparametrico per clustering in
presenza di covariate

Raffaele Argiento, Ilaria Bianchini, Alessandra Guglielmi and Ettore Lanzarone

Abstract In this paper we introduce a Bayesian model for clustering individuals
with covariates. This model combines the joint distribution of data in the sample,
given the parameter and covariates, with a prior for this parameter. Here, the parti-
tion of the sample subjects is the parameter, and the prior we assume encourages two
subjects to co-cluster when they have similar covariates. Cluster estimates are based
on the posterior distribution of the random partition, given data. As an application,
we fit our model to a dataset on gap times between recurrent blood donations from
AVIS (Italian Volunteer Blood-donors Association), the largest provider of blood
donations in Italy.

Abstract Introduciamo un modello per il clustering di individui in presenza di co-
variate. Il modello combina la distribuzione congiunta dei dati, condizionatamente
al parametero e alle covariate, con una prior per il parametro stesso, secondo
’approccio bayesiano. Qui il parametro é la partizione dei soggetti nel campione.
La prior che introduciamo incoraggia due soggetti a stare nello stesso gruppo se
hanno covariate simili. Applicheremo il nostro modello ad un dataset che riguarda
le donazioni di sangue ripetute nel tempo.
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1 Introduction

In this paper, we introduce a Bayesian model for clustering individuals with covari-
ates. Typically, in the Bayesian framework, there are two approaches for clustering.
The first one assumes data to be independently distributed according to a mixture of
parametric densities (possibly depending on covariates), with k components; kK may
be finite, with a prior on k, or infinite (k = +o0), corresponding to a Bayesian non-
parametric mixture. The second approach assumes a prior directly on the partition
of sample subjects into clusters. Dirichlet process mixtures (DPMs), popularized by
[4], are an example of Bayesian nonparametric models, where the weights of the
infinite mixture are constructed using the stick-breaking representation (see [14]).
Advantages of DPMs over finite mixtures with a prior on the number of compo-
nents are the existence of generic Markov chain Monte Carlo (MCMC) algorithms
for posterior inference to adapt to various applications and elegant mathematical
properties of the nonparametric model; see [11] for a discussion on both models.
Any DPM induces a random partition of the subject labels {1,2,...,n} through the

values of the parameters (0y,...,6,) identifying the mixture component the obser-
vations are sampled from; in fact, since the mixing measure is almost surely dis-
crete, there are ties in (6y,...,6,) with positive probability. Two subjects i and /

share the same cluster if and only if 8; = 6;. In general, this relationship holds for
any Bayesian nonparametric mixture model where the mixing measure is an almost
surely discrete random probability measure.

In this paper, we follow the second Bayesian approach to clustering, which is
more direct, since the random parameter of the model is the subject of the inference
itself, i.e. the partition of the sample subjects. To define the model, we assign the
joint conditional distribution of data in the sample, given the random partition, and
the prior for this parameter. Corresponding cluster estimates are summaries of the
posterior distribution of the random partition, given data. In particular, our prior
depends on covariates, and we encourage, a priori, two subjects to co-cluster when
they have similar covariates.

Our model is a generalization of the PPMx model proposed in [12], a product
partition model with covariates information, extending the product partition model
by [7]. This latter assumes a prior probability mass function for the random par-
tition p, = {Aj,...,Ay,} proportional to the product of functions defined over the
clusters, which are called cohesion. In [12], as well as in its generalizations, the co-
hesion function is restricted to be the one induced by the Dirichlet process, namely
c(Sj) = x(nj—1)!, where K is a positive constant and n; is the size of cluster A;.
However, this cohesion inherits “the rich-gets-richer” property of the Dirichlet pro-
cess, i.e. sampled posterior partitions consist of a small number of large clusters,
where new observations are more likely to join already-large clusters with probabil-
ity proportional to the cardinality of the cluster.

To overcome this limitation, we introduce a more general class of PPMx models,
with cohesion induced by normalized completely random measures (NormCRMs);
see [13]. We perturb the product partition expression of the prior of the random par-
tition via a similarity function g which depends on all the covariates associated to
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subjects in each cluster. Such g can be any non-negative function of some similarity
measure guaranteeing that the prior probability that two items belong to the same
cluster increases if their similarity increases. Note that we call our model “nonpara-
metric”, even though the random partition parameter has finite dimension; however
its dimension is huge and increases with sample size. We are also able to build a
general MCMC sampler to perform posterior analysis that does not depend on the
specific choice of similarity. We test our model on a simulated dataset, and on a
dataset on gap times between recurrent blood donations from AVIS (Italian Volun-
teer Blood-donors Association), the largest provider of blood donations in Italy. For
the latter application, the problem is to find suitable methods to cluster recurrent
event data, and predict a new recurrent event, using covariates describing personal
characteristics of the sample individuals. In this paper, we model the sequence of
gap times between recurrent events (blood donations) since donors are expected to
donate blood not before a fixed amount of time imposed by the law. According to
AVIS standard practice, the gap time between donations is the quantity that can be
influenced for a better planning of the overall daily blood supply.

2 Bayesian covariate driven clustering

In a regression context, let y;,x;, i = 1,...,n be the vector of responses and covari-
ates for subject i, with dim(y;) = n;; we assume n; = 1 for all i in this section for
greater clarity. We denote by y;‘» (and x;‘») the set of all responses y; (and covariate
vectors x;) in cluster A;; the notation will be used later in the paper. We start from
a family of regression models f(;x,6), 8 € ® C R/, and specify a hierarchical
model that encourages subjects with similar covariates to be in the same cluster,
using a data dependent prior for the random partition of data. We assume that data
are independent across groups, conditionally on covariates and the cluster specific
parameters; these are i.i.d from a base distribution Py. Covariates enter both in the
likelihood and the prior in our model. Concretely, we assume:

Yi,.. . Yalx1,..., X, 0], .. an,p,,Nnyj|x], ;) (1
% iid
or,.. 61<,I|Pn ~ Py (2)

kn
p(pn ={A1,..., Ap, }|X1,...,Xy) o< / D(u,n H u,nj)g(x;)du  (3)

where n; denotes the size of cluster A;, g(x;‘) is the similarity function on cluster
Aj such that g(0) = 1, and Fy is a diffuse probability on the parameter space. Here

D(u,n) and c(u,n;) are defined as:

n—1

D(u,n) = T

exp{—k /0 (1) p(s)ds)
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where p(ds) = éflfceﬂl (s)ds and
r(i-o) (Ote)

K'F(I”lj—O') 1

r(1—-0) (1+uyio @

+oo
c(u,nj) = /0 ks"ie " p(s)ds =

The intensity p (ds), the positive parameter k and the probability Py define a specific
class of normalized completely random measures, called normalized generalized
gamma process (NGG). Parameter ¢ has a deep influence on the clustering behav-
ior. In particular, the discount parameter ¢ affects the variance: the larger it is, the
more disperse is the distribution on the number of clusters. This feature mitigates
“the rich-gets-richer” effect, typical of the Dirichlet process, leading to more homo-
geneous clusters. For more details on the behavior of ¢ in NGG’s, see for instance
[3], [10] and [2].

The likelihood specification in (1) may be any model, from simple regression
models to the more complex models for gap times of recurrent events as in the
AVIS application. The prior (3) is a perturbation of a prior for p,, called product
partition model (PPM) and introduced in [7]. When g = 1, i.e. there are no extra
information from covariates, the prior mass of each cluster depends only on its size
through c(u,n;); when g is a proper function, the higher is the value of g(x}), i.e.
the more similar are covariates in cluster j, the higher is the prior probability mass
of that cluster. This interpretation is justified since the prior p(pn|Xi,...,X,) in (3)
can be equivalently written as

ki
P(Palxis .. Xp,u) o< M(u) [ T eu,n)g(x7) )
j=1

for some prior density on the auxiliary variable # > 0. In other words, our model is
an extension on the PPMx model, namely, it is a mixture of PPMx models (5).

It is quite natural to let the similarity to be a non-increasing function of the dis-
tance among covariates in the cluster, namely

Da; = ) d(xi,ea)) ©)

i€Aj

where ¢4, is the centroid of the set of covariates in cluster j and d is a suitable
distance function that we discuss later. Moreover, we assume g(%, ) := 1 if the size
ofthesetA;is 1, ie. |A;| = 1.

The choice of the similarity is crucial, since this function controls how covariates
affect the clustering. For this reason, we propose a list of similarity functions that
proved to work reasonably well in practice; among those, here we list:

gA(xj-;k) =e ', fora >0 (¢=0.5,1,2), witht = APy ;
gc(xj;l) equals to e 718" if r > %, or to el/til ifr < é, where ¢t = l@Aj.

Here A > 0 is a tuning parameter. The similarity function g4 is intuitive, i.e. its be-
haviour for t — 4o is exponential. As far as the expression of g¢ is concerned, we
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have proposed the expression e *1°¢! in such a way that, for large ¢, we contrast the
asymptotic behavior of the cohesion function (4) induced by the NGG process. In
fact, our model works well if the prior is not completely driven by covariates, be-
cause otherwise we could lose all the advantages of a Bayesian model-based cluster-
ing approach (e.g., uncertainty quantification, prediction, sharing information across
clusters).

When the similarity is g4, if we choose a very small A, we concentrate the values
of A 9, around the origin, and hence we obtain similar values for g4 (-): in this case,
the effect of covariate information on the prior of p, will be very mild, since the
range of values that the similarity can assume is very limited. A similar argument is
valid for large values of A. In conclusion, we calibrate A such that g4 is evaluated
in the range, say, (0,3), for this particular choice of similarity.

In the applications we consider later, covariates will always be continuous or
binary; categorical or ordinal covariates are translated into dummies. Hence, if x;
and x; are vectors of covariates, X; = (xj,x? ), where x? is the sub-vector of all the

b

continuous covariates and x; is the sub-vector of all binary covariates, we define the

function d in (6) as
d(x1,%x2) :dc(Xﬁ,X§)+db<le,Xg), )

where d¢ is the Malahanobis distance between vectors, i.e. the Euclidean distance
between standardized vectors of covariates, and d? is the Hamming distance be-
tween vectors of binary covariates. The choice of the distance in (7) is not unique,
but alternatives are among the subject of current research.

The way we define g does not increase the complexity of the algorithm for pos-
terior inference. Indeed, we are able to devise a general MCMC sampler to perform
posterior analysis that does not depend on the specific choice of similarity. The full-
conditionals of the Gibbs sampler are relatively easy to implement in this case, since
our algorithm generalizes the augmented marginal algorithm for mixture models in
[9] and [5].

3 Simulated data

We apply model (1)-(3) in the regression context. Here f (y;‘ |xj, 91*) is the Gaussian
regression model. We simulated a dataset of points (y;,xi1,...,x;p) fori=1,...,n,
with n =200 and p = 4. The last 2 covariates are binary and were generated from the
Bernoulli distribution, while the first 2 were generated from Gaussian densities. The
responses y;’s were generated from a linear regression model with linear predictor
x!' B, where B = (BY,BY,BY. BY, BY) and variance 62 = 0.5. We have generated
3 different groups by generating both covariates and responses from distributions
with different parameters.

We run the Gibbs sampler algorithm to obtain 5,000 final iterations from the full
posterior distribution, with initial burn-in of 2,000 and thinning of 10 iterations.
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A-posteriori we classified all datapoints according to the optimal partition, un-
der the different similarity functions; results are summarized in Table 1. By optimal

Table 1 Missclassification rates for the simulated dataset

missclassif rate| g4 gc g=1
0% 4% 16%

partition we mean the realization, in the MCMC chain, of the random partition p,
which minimizes posterior expected value of the Binder’s loss function with equal
missclassification weights [8]. Observe that there are no missclassified data using
similarity g4, while 4% of data are missclassified using gc, while the missclassifi-
cation error increases to 16% if we do not assume covariate information (g = 1).

000 005 010 o015

Fig. 1 Posterior distribution of K, under g4 (left), gc (center) and g = 1 (right).

We computed the posterior distribution of K,,, the number of clusters, in the three
cases; see Figure 1. Figure 2 displays the predictive distribution corresponding to
covariates x; of the first subject. The green vertical line corresponds to the actual
observation yj. It is clear that in the last case, i.e. when we do not include covariate
information in the prior for the random partition, the predictive law is not able to
distinguish to which of the three groups the subject belongs (thus, we have three
peaks in the law). In cases A and C the predictive law exhibits only one main peak:
the covariate information helps, in this case, in selecting the right group for the
observation. This is also proved by the missclassification table above.

We underline that our prior encourages subjects with the same covariates to be
in the same cluster, so that the posterior will generally allocate these subjects in
the same cluster as well. On the other hand, if two subjects have very different
covariates, our prior would classify them to different clusters, even if their responses
are similar. However, the likelihood, i.e. the conditional distribution of data given the
parameter, could correct the prior probability, if this is the case, and could allocate
two subjects with different covariates to the same cluster.
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Predictve density Predictive density Predicive density

Fig. 2 Predictive distribution of Y, under g4 (left), gc (center) and g = 1 (right); vertical lines
denote the true value

4 Blood donation data

Our data concern new donors of whole blood donating in a fixed time window in the
main building of AVIS in Milano. Data are recurrent donation times, with extra in-
formation summarized in a set of covariates, collected by AVIS physicians. The last
gap times are administratively censored for almost all the donors, except those hav-
ing their last donation exactly on that date. The dataset contains 17198 donations,
made by 3333 donors.

The statistical focus here is the clustering of donors according to the trajectories
of gap times. Figure 3 reports the histogram of this variable (in the log-scale) for men
and women. The skewness of these histograms can be explained since, according to

Men Women

log( 90 days ) log( 6.5 months )

15
\

10
L

Density

a 5 6 7 8 3 a 5 6 7 8
log Gap times log Gap times

Fig. 3 Histogram of the logarithm of the observed gap-times divided according to gender, male
(left) and women (right).

the Italian law, the maximum number of whole blood donations is 4 per year for
men and 2 for women, with a minimum of 90 days between a donation and the next
one. Note that the minimum for men is around 4.5 (e*> ~ 90 days). For women,
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the distribution has a mode approximately in 5.3 in the log scale: this means 200
days, that corresponds to about 6 month and a half. Observe that donors may donate
before the minimum imposed by law, under good donor’s health conditions and the
physician’s consent.

We model gap times of successive donations as a regression model for recurrent
gap times with two linear predictor terms, involving fixed-time and time varying
covariates. The distribution of each gap time, in the log scale, is assumed to be
skew-normal (see Figure 3); using parameterization in [6], we model the logarithm
of the ¢-th gap time of donor i as Gaussian distributed. Cluster specific parameters
are the intercept, the skewness parameter, and the variance of the response. We
assume the prior for the random partition as in (5). Among donor’s covariates, we
include gender, blood type and RH factor, age, body mass index (BMI) and other
information.

Preliminary analysis shows that, a posteriori, age and BMI (time-varying) have
an effect on the gap time, as well as gender and RH factor. Details on the cluster
estimate will be given during the talk.
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A Comparative overview of some recent
Bayesian nonparametric approaches for the size
of a population

Una rassegna comparativa su alcuni recenti approcci
nonparametrici bayesiani per la stima della numerosita di
una popolazione

Luca Tardella and Danilo Alunni Fegatelli

Abstract We review some recent approaches that have been used to address the dif-
ficult problem of estimating the unknown size of a finite population. We start from
illustrating what types of inferential difficulties one should expect when no para-
metric assumption is made on the class of distributions for the distribution of counts
of the number of multiple occurrences of the same unit when the observed counts
are modelled in terms of Poisson mixtures. We then consider the problem from the
species sampling model perspective where each unit is represented by the distinct
species and a sequence of exchangeable unit label observations are available. We
discuss the implementation of the alternative approaches with real datasets and we
compare their performance with simulated data.

Abstract In questo lavoro passiamo in rassegna alcuni recenti approcci bayesiani
nonparametrici per stimare la numerosita incognita di una popolazione finita. In-
iziamo dall’illustrare le difficolta inferenziali che si devono affrontare quando nes-
suna assunzione parametrica restringe la classe di distribuzioni che regola il tasso
medio di conteggio non negativo delle occorrenze multiple delle unita distinte
nel campione. Consideriamo quindi il problema dalla prospettiva dei modelli per
species sampling dove le unita corrispondono alle specie distinte e si assume una
successione scambiabile etichette di specie osservabili. Si effettuano analisi com-
parative sull’ implementazione dei diversi approcci su dati reali e sulla performance
con simulati
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1 Introduction

In this paper we consider the estimation of the total size of a finite population based
on a single sample of individual detections. There are many instances in which such
problem is of interest starting from the complete enumeration of elusive popula-
tions (Bohning and van der Heijden, 2009), software debugging to get the total
number of errors (Lloyd et al., 1999) and the species richness problem in ecology
(Bunge and Fitzpatrick, 1993; Chao and Bunge, 2002; Wang and Lindsay, 2005;
Chao and Chiu, 2016) to measure and preserve biodiversity. We assume there are
N distinct units in the population labelled as i = 1,...,N which can be encountered
(or detected) C; times where each C; is a non-negative integer. Indeed, only those
units which are encountered at least once (C; > 0) during the sampling stage are
actually detected. Hence, if we denote with M the maximum number of multiple
encounters (count) observed for a single unit, the positive frequencies of frequen-
cies statistics (f1, .../, .--, fu ), where f} is the number of distinct units i which have
been encountered exactly k times (i.e. for which C; = k), provide a possibly incom-
plete enumeration n = Zkle fr of the total population size N since N = fo+n > n.
In fact, there are fy > O undetected units for which C; = 0. There have been sev-
eral attempts in the literature to address the problem of estimating N starting from
modelling of the frequencies of frequencies distribution. In fact, this distribution
is often determined by the nonparametric modelling of the individual encounter
count data. One of the most flexible and general models commonly used in this
setting is a mixture of Poisson distributions where the mixing distribution can be
arbitrary. Indeed this setting has been dealt with both from the classical side with
likelihood-based estimates Norris and Pollock (1998); Wang and Lindsay (2005)
or Abundance-based Coverage Estimator (ACE), lower bounds and their variants
(Chao and Lee, 1992; Mao, 2006; Mao et al., 2013) and from the Bayesian perspec-
tive Barger and Bunge (2010); Guindani et al. (2014). An alternative approach can
be based on modelling the sequence of single encounters which is well known in the
literature as species sampling model where it is assumed an exchangeable sequence
of labels Xj, ..., Xj, ..., X; where a label uniquely and perfectly identifies each distinct
species (to be understood as a distinct unit of the population) with s = ):Q”: 1k fr. In
fact, in the species sampling terminology the word population size can be mislead-
ing since the total population size N of our original formulation corresponds to the
total number of distinct species and is one of the main inferential objectives, whereas
the total number of encounters of the different species corresponds to the number s
of sequentially observed labels of the species sampling units. Exchangeability of la-
bels ensures that the frequencies statistics (f71, ... /%, ---, fs) are the relevant statistics
for inferring the population structure, including the probability of a new discovery
and hence a possible assessment of the total number of distinct species N. More-
over, in most of the recent contribution in the Bayesian species sampling modelling
(Lijoi et al., 2007; Arbel et al., 2017) the underlying population size, denoted with
N in our setting, is indeed assumed to be infinite since the relative abundances of the
population of species correspond to the random atoms of an almost surely discrete
random probability measure belonging to the so-called Gibbs-type class. Notice-
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able exceptions of species sampling models assuming a finite population structure
are considered in Gnedin (2010), Cerquetti (2011), Bissiri et al. (2013) and Zhou
et al. (2017).

2 Alternative Bayesian Nonparametric approaches

In this section we briefly review the main features of some recent alternative ap-
proaches used to infer on the characteristics of a population which have individuals
that have varying probability to be encountered in a sampling stage. More specif-
ically we will consider the Dirichlet process mixture approach of Guindani et al.
(2014) and the moment based approach in Alunni Fegatelli (2013). We also find it
interesting to provide a comparative analysis with nonparametric Bayesian species
sampling approach based on a two-parameter (o, ) Poisson-Dirichlet random mea-
sure as in Lijoi et al. (2007) with 0 < o < 1 and B > —c. Indeed the compara-
bility with the latter approach should take into account the structurally different
underlying assumption on the population size although, in practice, the alternative
approaches can be used to analyze the same real datasets. However, we will also
consider a more appropriate comparison with a structurally different two-parameter
(a, B) Poisson-Dirichlet random measure with @ < 0 and 8 = —N¢ for which the
random measure has a finite support on N distinct units.

2.1 Dirichlet process mixture of Poisson counts

Guindani et al. (2014) propose to analyse observed positive counts of unique pro-
teomic and genomic units with a semiparametric mixture of Poisson distributions
in the presence of overdispersion and uncertainty on the true number of unique
proteins or genes in a specific tissue (population). They assume the following hi-
erarchical model: for a fixed population size N, any population unit i = 1,....N is
possibly detected according to C;|A; ~ Pois(A;), Ai|F ~ F and F ~ DP(F,7) i.e. a
Dirichlet process prior on an almost surely random discrete distribution F on the
individual Poisson rate parameter A;. The Dirichlet process prior requires the spec-
ification of an expected distribution Fy for A and a positive total mass parameter T
regulating the concentration of the expected relative abundances corresponding to
each unit of the population. They propose the use of a Gamma(a,b) distribution for
Fy. Indeed N is the main unknown parameter of interest and a prior distribution is
needed. They acknowledge that the choice of the prior on N has a relevant impact
and requires careful consideration. They starts arguing that in lack of genuine expert
prior information a prior centered around the number of observed sequences n can
provide a reasonable default choice. However, for simulation study purposes they
implement their model with a uniform prior over a compact support.
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2.2 Gibbs-type prior and nonparametric Bayesian species sampling

Lijoi et al. (2007) use a Bayesian nonparametric approach to evaluate the prob-
ability of discovering new species in the population conditionally on the number
s of species recorded in a sample. The discovery probability represents a natural
tool for a quantitative assessment of concepts such as species richness and sam-
ple coverage that is the proportion of distinct species present in the observed sam-
ple. In particular, they provide a way of estimating the proportion of yet unob-
served species which is the complementary sample coverage fraction. However, we
must point out from the outset that the species sampling setting and terminology
should be carefully rephrased and understood within the original context described
in Section 1. Indeed, in the species sampling model of Lijoi et al. (2007) an ex-
changeable sequence of s observable labels Xi,...,Xj,...,X; are sampled and the
corresponding number n of distinct labels X}, ..., X, allows to compute the counts
Cis=Yi 1 (Xj =X;") and those counts are sufficient statistics for inferring the sam-
ple coverage 1 —U; = Y, mI(C; s = 0) conditionally on the observed labels. 7;’s are
the probability masses attached to each distinct label X;* which are in turn assumed
to be random according to a Gibbs-type prior which selects a.s. discrete distributions
with a countable support of distinct points corresponding to a countable subset of
labels. In Favaro et al. (2012) and Arbel et al. (2017) an empirical Bayes approach is
used to infer on the underlying parameters of the Gibbs-type prior and derive point
estimate and interval estimate of the discovery probability of a new species in the
Poisson-Dirichlet case. In fact, one could try to relate this discovery probability to
the fraction of yet unseen species which can then be turned into an estimate of the
total population size N using the relation E[n] = N(1 — Uy). However, this could
be rigorously justified only if the number of point masses, i.e. N is assumed to be
finite almost surely which happens in the presence of Gibbs-type prior of fixed type
a < 0 according to Gnedin and Pitman (2005). However in this case one can more
directly derive a fully Bayesian inference based on the conditional (on a fixed N)
probability of the observed counts and the underlying mixing measure for the finite
number of species N. To our knowledge such approach has not been considered in
the literature. Indeed a recent attempt in the same direction has been put forward by
Zhou et al. (2017) although with no emphasis on the estimation of N.

2.3 Moment-based mixtures of truncated Poisson counts

In Alunni Fegatelli (2013) and Alunni Fegatelli and Tardella (2018) a Bayesian
nonparametric approach is proposed. It starts from highlighting that when a finite
sample of counts are observed from a mixture of Poisson distributions with un-
constrained mixing F for the Poisson rate parameter the sample basically carries
information on the mixing F' only for a finite number of features. More precisely, if
M is the maximum number of observed counts, it depends only on the first M mo-
ments of a suitable finite measure Q representing a one-to-one reparameterization
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of F with the remaining moments of Q being completely unidentified by the sam-
pling distribution (see details in Alunni Fegatelli and Tardella (2018)). In fact, the
corresponding likelihood for N and the first M moments of Q, (m1(Q), ....,mu(Q))
is

L(N,F5m) = L(N, ;1) = L(N,m1 (Q), ., my (Q)) = <N> I [”’"“”Tk

!
n)ol K

This yields the idea of working around a suitable moment-based approximation of
the former likelihood which relies on a suitable truncation of the support of the
rate parameter in a bounded interval [0, u] and can then be used to derive a suitable
default prior in terms of the Jeffreys rule for (mj,...,my) conditionally on N and u.
A suitable Rissanen prior on the integer valued population size parameter N and a
possible ad hoc choice of the prior on the truncation # complete the specification of
the Bayesian model. Indeed it must be remarked that in Barger and Bunge (2010)
alternative improper priors are derived as default priors from the reference and the
Jeffreys prior approaches. The authors also provide justification for independent
prior distributions for the parameter of interest N and the nuisance parameters of the
stochastic abundance distribution.

3 Numerical Illustration

A simulation study was used to investigate on the frequentist performance of the
three Bayesian nonparametric procedure. We considered the same 12 simulation
settings proposed in Wang (2010) where the distribution of the species abundance
varied from gamma, gamma mixture, lognormal and lognormal mixture, to discrete
distributions, with the expected coverage of the sampled species ranging from 0.20
to 0.90. The corresponding results labelled s; through s1, are shown in Figure 1
where on the top row shows the average point estimates resulting from 100 simu-
lated datasets for each simulation setting. In the other two rows the root mean square
error and the coverage of equal tail 0.95 interval estimates are reported. Differently
from the original work, where the estimates were evaluated only for N = 1000, we
considered also a true population size of 10000. For a fairer comparison with respect
to the Poisson-Dirichlet species sampling distribution we have also considered sim-
ulation settings s13, s14 and s15 using a Poisson-Dirichlet structure with parameters
o = —2 and B = —Na and with observed sample coverage equal to 0.3, 0.5 and 0.8
respectively. For both values of N there wasn’t a procedure resulting better than oth-
ers for each simulation setting. However, overall, point and interval estimates for the
moment-based method seemed to be the most stable, robust and with a smaller aver-
age (over all simulation settings) mean square error. Poor adaptivity of the Poisson-
Dirichlet model might be explained by the fact that it indeed incorporates a smaller
number of free parameters. We again stress on the fact that simulations were based
on finite values of N. Hence, comparisons with the model proposed in Lijoi et al.
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Fig. 1 Comparative performance of 4 alternative Bayesian methods

(2007) are admittedly unfair since in their approach they consider an infinite num-
ber of species. However one must also take into account that the comparison is of
interest since that approach can be used in real applications where the population
size cannot be indeed assumed to unbounded.

4 Concluding remarks

Particular attention to the performance of alternative methods in an inferential con-
text where inference can be challenging and non standard asymptotics is expected.
In this framework Bayesian posterior inference can be more sensitive to the prior
input and this should be properly taken into account in the absence of genuine prior
information. In this sense we believe that our simulation study conducted under al-
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ternative simulation settings as those proposed in the frequentist analysis of Wang
(2010) could provide some practical suggestion for practitioners. Indeed we have
also highlighted some possible drawbacks in using Bayesian nonparametric meth-
ods for species sampling based on Gibbs-type prior relying on the assumption of
infinitely many species. A more extensive simulation study should be carried out to
understand at what extent Bayesian nonparametric methods are sensible and numer-
ically robust when the size of the underlying population grows. To our knowledge
there is lack of theoretical understanding of this asymptotic behaviour even in the
classical frequentist framework Wang (2010).
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Logit stick-breaking priors for partially
exchangeable count data

Distribuzioni a priori stick-breaking logistiche per dati di
conteggio parzialmente scambiabili

Tommaso Rigon

Abstract Recently, Rigon and Durante (2018) discussed a Bayesian nonparametric
dependent mixture model, which is based on a predictor-dependent stick-breaking
construction. They provided theoretical support and proposed a variety of algo-
rithms for posterior inference, including a Gibbs sampler. Their results rely on a
formal representation of the stick-breaking construction, which has an appealing
interpretation in terms of continuation-ratio logistic regressions. In this paper we re-
view the contribution of Rigon and Durante (2018), and we extend their proposal to
the case of partial exchangeability with count data. As an illustration of this method-
ology, we analyze the number of epileptic seizures of a single patient in a clinical
trial.

Abstract Recentemente, Rigon e Durante (2018) hanno discusso un modello di mis-
tura bayesiano nonparametrico basato su una costruzione di tipo stick-breaking
e dipendente da covariate. Gli autori hanno fornito sostegno teorico e hanno in-
trodotto vari algoritmi per condurre inferenza a posteriori, incluso un campiona-
mento di tipo Gibbs. I loro risultati si basano su una rappresentazione formale
della costruzione stick-breaking, la quale ha un’interessante interpretazione in ter-
mini di regressioni logistiche sequenziali. In questo contributo, viene sintetizzata
la proposta di Rigon e Durante (2018), e viene estesa la loro proposta nel caso
parzialmente scambiabile con dati di conteggio. Per illustrare le loro metodologie,
vengono analizzati il numero di attacchi epilettici di un singolo paziente durante un
test clinico.

Key words: Continuation-ratio logistic regression, Partial exchangeability, Poisson
mixture model.

Tommaso Rigon
Dip. di Scienze delle Decisioni, Universita Bocconi, e-mail: tommaso.rigon @phd.unibocconi.it
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1 Introduction

Let Y7,...,Y, € N be a collection of count response variables, each correspond-
ing to a qualitative covariate x; € {1,...,J}, for i = 1,...,n. The observations
Y1y...,¥y from Y7,... Y, can be naturally divided in J distinct groups, given the
covariates xi,...,x,. Our goal is to flexibly model the conditional distributions
pr(Y =y |x=j) = p;(y), for j =1,...,J, under the assumption that each data
point y; is a conditionally independent draw from

. ind .
(Yllxl:.])l}l’pjv 1:17"'7’17 (1)

where p; denotes the probability mass function of the random variable (¥; | x; = j).
Within the Bayesian framework, assumption (1) is known as partial exchangeabil-
ity, and model elicitation is completed by specifying a prior law Q; for the vector of
probability distributions: (py, ..., ps) ~ Q. Broadly speaking, the partial exchange-
ability assumption reflects an idea of homogeneity within the J subsets of obser-
vations but not across them. The prior measure Q; governs dependence between
groups, allowing borrowing of information across them. Maximal dependence, i.e.
exchangeability, is attained if Qy is such that p; = --- = p; almost surely, reflecting
the prior belief that observations belong to the same latent population. Conversely,
the case of full heterogeneity arises if each random probability distribution p; is
independent on p for any j # j', implying that the distinct J groups share no in-
formation.

A common and flexible formulation for Q; is given by mixture models of the
form p;(y) = [o K(y;0)dP;(0), where K(y;0) denotes a known kernel function
and P;j(6) a random discrete mixing measure which is allowed to change across
groups. In this paper we consider the class of predictor-dependent infinite mixture
of Poisson distributions

+oo
Pj()’):/@POiS()’§9)de(9): Y mPois(y:6,),  j=1....0, (2
h=1

where m,; = vy Hf’;ll(l — vy;) are group—dependent mixing probabilities having
a stick-breaking representation [11], and Pois(y; 6) denotes the probability mass
function of a Poisson with mean 6. Additionally, we assume that the atoms 6 in
(2) are independent and identically distributed (iid) draws from a diffuse baseline
measure Py, that is, 8, ~ Fy independently for 2 = 1,..., 4+ and independently on
the weights ;. As for the stick-breaking weights vj;, we let

. . iid
logit(vy,;) = auj, with o, = (01, .., 0nr)T ~ Ny (La, Zar), 3

independently for every & = 1,...,4oo. Specification of equations (2)-(3) can be
regarded as a particular instance of the more general logit stick-breaking process
(LSBP) of [8, 9], in which the covariate space is finite dimensional and with a Pois-
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son kernel. As such, it inherits all the theoretical and computational properties of
LSBP processes, some of which are reviewed in this manuscript.

Let us first consider an equivalent formulation of the logit stick-breaking Poisson
mixture model of equations (2)-(3). Leveraging standard hierarchical representa-
tions of mixture models, the independent samples yy,...,y, can be obtained equiv-
alently from the random variable

(Y; | Gi = h) ~ Pois(6,),

) h—1 (4)
pr(Gi=h|xi=j)=m;=vi; [J(1—wij),
=1

for every unit i = 1,...,n, where G; € {1,2,...,+o} is a categorical random vari-
able denoting the mixture component associated to the i-th unit. Each indicator G;
has probability mass function p(G; | x; = j) which can be written, after some alge-
braic manipulation, as

oo oo
P(Gilxi = j) = [T @™ = [T " (1 = v =", ®)
h=1 h=1

for any j =1,...,J. Equation (5) suggests an appealing interpretation of the stick-
breaking weights vj; as the allocation probabilities to component 4, conditionally
on the event of surviving to the previous 1,...,4# — 1 components, precisely

Vinj =pr(Gi =h | Gi > h—1,x; = j), ©

foreachh=1,...,+c0and j=1,...,J. This result, together with the prior formula-
tion of equation (3), allows to interpret the stick-breaking construction (4) in terms
of continuation-ratio logistic regressions [12]. This connection with the literature on
sequential inference for categorical data is common to all the stick-breaking priors
[e.g. 1, 8-10] and provides substantial benefits. Indeed, this characterization im-
plies a simple sequential generative process for each membership indicator G; and
facilitates the implementation of a Gibbs sampler for posterior inference.

We briefly recall here the generative mechanism underlying equations (4), as
described in [9], for the j-th group of observations. In the first step of the sequential
process, each unit of the j-th group is either assigned to the first component G; = 1
with probability v;; or to one of the subsequents with probability 1 —vy;. If G; = 1
the process stops, otherwise we draw another binary indicator, with probability v;;,
to decide whether G; = 2 or G; > 2. The following steps proceed in a similar manner.
Thus, we can reformulate each 1(G; = h) = {j, that is, the assignment indicator of
each unit to the i-th component, in terms of binary sequential choices

h—1
Gn=zin [[(1=zu), (zin | xi = j) ~ Bern(vs), (N
1=1
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foreach h=1,...,4c and j=1,...,J, where z;;, is a Bernoulli random variable
representing the h-th sequential decision.

2 Theoretical properties

Let (Py,..., Py) denote the vector of dependent random probability measures on R*
induced by the LSBP in equation (2). Thus, each random probability measure P; can
be represented as

—+oo
Pi(-) =Y m;de,(),  j=1,....J. ®
h=1

The stick-breaking representation of the 7,; implies that the random weights 7,
sum to 1 almost surely. Although this result is straightforward to derive, it should
not taken for granted because of the analogy with [11], which leverages on peculiar
characteristics of the Dirichlet process. This property is formalized in Proposition 1.

Proposition 1 (Rigon and Durante (2018)). Let (Py,...,Pr) be a vector of random
probability measures defined as in (8) and with stick-breaking weights defined as
in (3). Then, Z;:l 7tyj = 1 almost surely for any j=1,...,J.

Proposition 2 provides some insights about the first two moments of the random
vector (Py,...,Py).

Proposition 2 (Rigon and Durante (2018)). Let (Py,...,Pr) be a vector of random
probability measures defined as in (8), with stick-breaking weights defined as in (3).
Then, for any measurable set B, and forany j=1,....J and j' = 1...,J, it holds

E{P;(B)} = P(B),
E(vljvlj/)
(vij) +E(vyj) —E(vijvijr)

cov{P;(B),Py(B)} = Ry(B)(1 —Ry(B)) g

The expectation of P;(-) coincides with the base measure Py(-), which can be there-
fore interpreted as the prior guess for the mixing measure for any j =1,...,J. Also,
the variance of the random probability P;(B) can be recovered from the above co-
variance by letting j = j'. Unfortunately, the expectations in Proposition 2 are not
available in closed form, although they can be easily computed numerically.

As noted by [9], the prior covariance between pairs of random probabilities is
governed by the hyperparameters in specification (3) and it is always positive. From
a modeling standpoint, this suggests that full heterogeneity among groups—using
the terminology of Section 1—can be approximated for some suitable choice of the
hyperparameters but it cannot be attained completely. A similar reasoning holds also
for maximal dependence among groups which, again, arises only as a limiting case.
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3 Posterior inference via Gibbs sampling

In this section we adapt the Gibbs sampler of [9] to the proposed infinite mixture
model of Poisson distributions. Our approach exploits representation (4) and the
continuation—ratio characterization of the logit stick-breaking prior. By conditioning
on the latent indicators G1, ..., G,, the model reduces to a set of standard conjugate
updates—one for each mixture component—as long as the prior distribution of the
atoms is

6, ~ Gamma(ag,bg), h=1,..., oo

Moreover, exploiting the sequential representation, posterior inference for the stick-
breaking parameters o, in (3) proceeds as in a Bayesian logistic regression in which
the latent binary indicators z;;, in (7) play the role of the response variables, precisely

(zin | x1) ~ Bern ({1 +exp(—w(x)Tas)} ), ©

foreachi=1,...,nand h=1,..., 400, where y(x;) = {1(x; = 1),...,1(x; = J)}T,
and with 1(-) denoting the indicator function. To perform conjugate inference also
for oy, we adapt a recent Pélya-Gamma data augmentation scheme for logistic re-
gression [7] to our statistical model, which relies on the following integral identity

LV (xi)T oy, 1 . B
T /R Flon)exp{ (zn —0.5)y(x) e — o (w(x) ) /2 daoy,
for each i = 1,...,n and h = 1,..., 400, where f(w;) denotes the density func-
tion of a Pélya-gamma random variable PG(1,0). Thus, the updating of ¢, for any
h=1,...,40c0 can be easily accomplished noticing that—given the Pélya-gamma
random variables @;;,—the contributions to the log-likelihood are quadratic in o,
and hence conjugate under the Gaussian priors (3). Moreover, the conditional den-
sity
exp[—0.5{y(x))Tan }* oin f (@)

[cosh{0.5y(x;) Ty, }] ! ’

defined for every i = 1,...,n and h = 1,...,4o0, is still a P6lya-Gamma ran-
dom variable—and therefore conjugate—with updated parameters f(wy, | o) ~
PG(1, y(x;)Toy). This scheme allows posterior inference under a classical Bayesian
linear regression.

Before providing a detailed derivation of the Gibbs sampler, we first describe a
truncated version of the vector of random probability measure (Py,...,Py), which
can be regarded as an approximation of the infinite process. In line with [8—10], we
develop a Gibbs sampler based on this finite representation, which has key compu-
tational benefits. We induce the truncation by letting vy ; = 1 for some integer H > 1
and any j =1,...,J, which guarantees that 27:1 7,; = 1 almost surely. According
to Theorem 1 in [9], the discrepancy between the two processes is exponentially
decreasing in H, and therefore the number of components has not to be very large
in practice to accurately approximate the infinite representation. Refer to [9] for a

flon | o) =
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Algorithm 1: Steps of the Gibbs sampler
begin

[1] Assign each uniti = 1,...,n to a mixture component h = 1,...,H;
for i from 1 to n do
Sample G; € (1,...,H) from the categorical variable with probabilities

Ty, Pois (yi; Oy)

pr(Gi=h|-)= ",
' ):5:1 Ty, Pois(vi; 6;)

foreveryh=1,...,H.

[2] Update the parameters o, h =1,...,H —1;
for h from 1to H—1 do
for every i such that G; > h—1 do
| Sample the Pélya-Gamma data @y, from (@y, | —) ~ PG(1, y(x;)Toy,).
Given the Pélya-Gamma data, update o, from the full conditional

(0, | =) ~ Ny (U, Zay, )

having plg, = Zo, { ki + Zg ' e}, Za, = {B QW+ 2571,
Q= di'dg(w[] senns (l)[;,h) and K, = (Z,‘] —0.5,... s Ziny, —O.S)T, with z;;, = 1 if
Gi=handz; =0if G; > h.

[3] Update the kernel parameters 6, h = 1,...,H, in (2), leveraging standard results;
for h from 1 to H do
Sample the parameters 6, from the full conditional

(6 | =) ~ Gamma (ag + Z i, be +Z]1(Gi — h)) )
i=1

i:Gi=h i

more formal treatment. As a historical remark, the idea of truncating discrete non-
parametric priors was firstly given by [6] and later developed by [3]. Theorem 1
in [9] is somehow the analogue of these results, for a class of models beyond ex-
changeability.

Let ¥, denote the 71, x J predictor matrix in (9) having row entries y(x;)7, for
only those statistical units i such that and G; > h — 1. The Gibbs sampler for the
truncated representation of model (2) alternates between the full conjugate updating
steps in Algorithm 1.

4 Tllustration

As an illustration of the proposed methodology, we apply the LSBP Poisson mixture
model to the seizure dataset, which was already analyzed in [13] and is available
in the f1lexmix R package [2]. Data are extracted from a clinical trial conducted



Logit stick-breaking priors for partially exchangeable count data 7

at the British Columbia’s Children’s Hospital, aiming to assess the effect of intra-
venous gamma globulin in reducing the daily frequency of epileptic seizures. Our
dataset consists of daily myoclonic seizure counts (seizures) for a single sub-
ject, comprising a series of n = 140 days. After 27 days of baseline observation
(Treatment: No), the subject received monthly infusions of intravenous gamma
globulin (Treatment: Yes). The relative frequency of counts are shown in the
upper plots of Figure 1, where the two groups—days with treatment and days with-
out treatment—are compared.

Treatment: Yes Treatment: No
0.204
8
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Fig. 1 Upper plots: for the two groups of observations (Treatment: Yes and Treatment:
No), the relative frequencies of the daily number of myoclonic seizure counts are reported. Lower
plots: for both groups of observations the (MCMC) posterior expectation of the probability mass
function arising from the LSBP model is reported.

As evidenced by the raw frequencies displayed in Figure 1—which seem to
present a multimodal structure—and consistent with the discussion in [13], a sim-
ple parametric formulation might be overly restrictive for the data at our disposal,
thus motivating flexible representations. Additionally, regardless the effectiveness
of the treatment, some form of dependence structure among observations from the
two groups is expected, since they all refer to the same subject.

Consistent with these considerations, we model the seizures counts using
the flexible mixture of Poissons described in Section 1. The number of groups is
J = 2. As prior hyperparameters for the stick-breaking weights in (3), we set liy =
(0,0) and X, = diag(1000, 1000), expressing the prior belief of a moderate amount
of dependence among groups. As for the kernels parameters, we set ag = bg =
0.05, inducing a prior centered on 1 with a relatively large variance. Finally, we
truncated the infinite mixture model choosing a conservative upper bound H = 20
for the number of mixture components. Although other hyperparameters settings
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are certainly possible, this would require a careful sensitivity analysis, which is
beyond the scope of this paper. The Gibbs sampler in Section 3 was run for 50000
iterations, discarding the first 5000 draws as a burn-in period. The traceplots showed
a satisfactory mixing and no evidence against convergence.

In the lower plots of Figure 1 we report the MCMC approximation of the poste-
rior expectation for the probability mass function under the proposed LSBP Poisson
mixture model, for the two groups. From this simple posterior check, it is apparent
that our model is able to capture the main tendencies of the data. In particular, the
proposed mixture model effectively resembles the multimodal behavior of the data.
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A paired comparison model for the analysis of
on-field variables in football matches

Gunther Schauberger and Andreas Groll

Abstract We use on-field variables from football matches in the German Bundesliga
and connect them to the sportive success or failure of the single teams in a paired
comparison model where each match in a Bundesliga season is treated as a paired
comparison between the two competing teams. We propose an extended paired com-
parison model that extends the classical Bradley-Terry model to ordinal response
variables and includes different types of covariates. We apply penalized likelihood
estimation and use specific L; penalty terms for fusion and selection in order to re-
duce the complexity of the model and to find clusters of teams with equal covariate
effects. The proposed model is a very general one and can easily be applied to other
sports data or to data from different research fields. We apply the model to data from
the latest season of the German Bundesliga.

Key words: Bundesliga, Paired Comparison, BTLLasso, Penalization

1 Introduction

In modern football, various variables as, for example, the distance a team runs or
its percentage of ball possession, are collected throughout a match. However, there
is a lack of methods to make use of these on-field variables simultaneously and to
connect them with the final result of the match. We propose to treat each football
match as a paired comparison between the two competing teams and to analyse the
results of football data by an extended paired comparison model.
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Paired comparisons occur if two objects out of a set of objects are compared
with respect to an underlying latent trait. In the case of football matches in national
leagues all teams from the respective league are considered to be these objects.
Football matches can be treated as paired comparisons between two teams where the
playing abilities of the teams represent the underlying latent traits that are compared.

Our main goal is to set up a paired comparison model that is able to incorporate
so-called on-field variables as covariates. In general, if covariates are to be consid-
ered in paired comparison, one has to distinguish between subjects and objects of
the paired comparisons. A covariate can either vary across the subjects or the ob-
jects of a paired comparison, or, as in our case, both over subjects and objects. In
football matches, the teams are the objects while a single match can be considered
to be the subject that conducts the comparison between the two objects/teams. If
one considers a variable like the percentage of ball possession a team has in a spe-
cific match, this variable varies both from team to team and from match to match.
Therefore, in our application subject-object-specific covariates are considered. Af-
ter all, the proposed model could in principle consider all three types of variables

simultaneously.
The Bradley-Terry model (Bradley and Terry, 1952) is the standard model for
paired comparison data. Assuming a set of objects {aj,...,dn}, in its most simple

form the Bradley-Terry model is given by

P(ar - (ls) = P(Y(r,s) = 1) = CXp(’)/r — YY)

= 1
1 +exp(yr — %) M

One models the probability that a certain object a, dominates or is preferred over
another object ag, a, > ag. The random variable Yis) is defined to be Y(m) =1ifa,
dominates a; and ¥,y = 0 otherwise. The parameters ¥, represent the attractiveness
or strength of the respective objects. In football matches, the random variable Y.,
which represents the paired comparison between a, and a,; needs to have at least
K = 3 possible categories instead of two because in football one needs to account
for the possibility of draws. However, if one distinguishes, for example, clear wins
and losses from wins and losses with only one goal difference one could also use
K =5 categories. In general, for the case of ordered responses ¥{,.,) € {1,...,K} the
model is extended accordingly to

exp(6+ % — %)
PY, o <k)= k=1,....K 2
( (rs) = ) 1+exp(6k+'}/r_%)’ yeeeshy 2)

which essentially corresponds to the generalization from a binary logistic regression
model to a cumulative logistic regression model. In our application, the strength
parameters 7, represent the playing abilities of the teams.

In general, for the ordinal paired comparison model (2) it is assumed that the
response categories have a symmetric interpretation so that P(Y{,z) = k) = P(Y(s,) =
K —k+ 1) holds. Therefore, the threshold parameters should be restricted by 6, =
—6k_ and, if K is even, 6k, = 0 to guarantee for symmetric probabilities. The
threshold for the last category is fixed to 6 = o so that P(¥{,.;) < K) = 1 will hold.
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The probability for a single response category can be derived from the difference
between two adjacent categories, P(Y(,.,) = k) = P(¥(.,) < k) = P(Y(;) < k—1).
To guarantee for non-negative probabilities of the single response categories one
restricts 8; < 6, < ... < 6.

When football matches are considered as paired comparisons one has to consider
that so-called order effects are possible. To some extent, order effects contradict the
assumption of symmetric response categories which was described above. When
order effects are present, the order of the two objects (i.e. which object is the first-
named object and which is the second-named object) is not random and possibly
has an influence on the outcome. In football (especially in national leagues) this is
obviously the case as the first-named object is the home team and, hence, usually
has a home advantage over the (second-named) away team. To include such an order
effect in model (2) we extend the model to

exp(6 + 6+ —%)

P(Yig < k) =
e <0 = T ot B+ =10

e, 3

where O represents an order effect. In football matches, this parameter represents
the home effect (or home advantage if positive). It is possible to assume a global
home effect & which is equal for all teams or team-specific home effects §,.

2 Bundesliga Data

The main goal of this work is to analyze if (and which) on-field variables that are
collected throughout a match are associated to the final result of football matches.
In total, our data set contains all the following variables separately for each team
and each match:

Distance Total amount of km run

BallPossession Percentage of ball possession
TacklingRate ~ Rate of tacklings won

ShotsonGoal  Total number of shots on goal

Passes Total number of passes

CompletionRate Percentage of passes reaching teammates
FoulsSuffered ~ Number of fouls suffered

Offside Number of offsides (in attack)

The data were collected from the website of the German football magazin kicker
(http://www.kicker.de/). Exemplarily, Table 1 shows the collected data for the open-
ing match of the season 2016/17 between Bayern Miinchen and Hamburger SV.



4 Gunther Schauberger and Andreas Groll

& Bayern Miinchen Hamburger SV K
Goals 5:0 Goals
Shots on goal 23:5 Shots on goal
Distance 108.54 : 111.28 Distance
Completion rate 90 : 64 Completion rate
Ball possession 77 .23 Ball possession
Tackling rate 52 :48 Tackling rate
Fouls 10: 12 Fouls
Offside 3:0 Offside

Table 1 Illustrating table for original data situation showing data for the opening match in season
2016/17 between Bayern Miinchen and Hamburger SV. Source: http://www.kicker.de/

3 A Paired Comparison Model for Football Matches Including
On-field Variables

When using a paired comparison model for football matches the standard Bradley-
Terry model needs to be extended in several ways. In model (3) we already extended
the Bradley-Terry model to handle both an ordinal response (in particular draws) and
home effects. Now the model is further extended to incorporate on-field variables,
which in the context of paired comparisons are considered as subject-object-specific
variables. We propose to use the general model for ordinal response data Yy, €
{1,...,K} denoted by

CXP(5r + Ok + Yir — %s)
1+exp(8,+ Ok + Yir — Yis)
exp(8, + 6 + Bro — oo + 2L, — 2 aty)

= . 4
1 +exp(8, + O + Bro — Bso + 2Ly — 2L 1) @)

P(Yi(rs) < k) =

The model allows for the inclusion of so-called subject-object-specific covariates z;..
It belongs to the general model family proposed by Schauberger and Tutz (2017a)
for the inclusion of different types of covariates in paired comparison models.
Within this framework, Tutz and Schauberger (2015) present a model including
object-specific covariates z, and Schauberger and Tutz (2017b) present a model in-
cluding subject-specific covariates z;. In Schauberger et al. (2017), the presented
model is applied to data from the Bundesliga season 2015/16.

The response Yj,.;) encodes an ordered response with K categories (including a
category for draws) for a match between team a, and team a; on matchday i where
a, plays at its home ground. The linear predictor of the model contains the following
terms:

o, team-specific home effects of team a,
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6, category-specific threshold parameters

Bro team-specific intercepts

zir p-dimensional covariate vector that varies over teams and matches
o, p-dimensional parameter vector that varies over teams.

Instead of fixed abilities 7, the teams have abilities ¥, = fB,0 +zl~Tra, which differ
for each matchday depending on the covariates of team a, on matchday i. In its
general form, the model has a lot of parameters that need to be estimated. It could,
for example, be simplified if both the home effect and the covariate effects were
included with global instead of team-specific parameters. For this purpose, we use
penalty terms to decide whether the home effect or single covariate effects should
be considered with team-specific or global parameters. In particular, the absolute
values of all pairwise differences between the team-specific home advantages are
penalized using the L; penalty term

P(8),.. =Y 16-4. )
r<s
The penalty term enforces the clustering of teams with equal home effects as it is
able to set differences between parameters to exactly zero. Therefore, the penalty
could for example produce three clusters of teams where each of the clusters has
a different home effect. As an extreme case, the penalty leads to one global home
effect if all differences are set zero.
Also the team-specific covariate effects are penalized. The respective penalty
term penalizes the absolute values of all pairwise differences of the covariate pa-
rameters and of the parameters themselves, i.e.

J(ay,...,ap ZZ|aU—aU|+ZZ|(X”\ (6)

j=1r<s j=lr=1

The penalty enforces clustering of teams with respect to certain on-field variables,
possibly leading to global effects instead of team-specific effects. Moreover, due
to the penalization of the absolute values, covariates can be eliminated completely
from the model. For comparability of the penalties and the resulting effects, all
covariates have to be transformed to a joint scale.

Finally, both penalty terms are combined and the respective penalized likelihood

ll’('):l(')_/1(P(Slv'"76m)+‘](a17--~aam))

is maximized, /(-) denoting the (unpenalized) likelihood. The tuning parameter A is
chosen by 10-fold cross-validation with respect to the so-called ranked probability
score (RPS) proposed by Gneiting and Raftery (2007). The RPS for ordinal response
y€{l,...,K} can be denoted by

K
RPS(y,#(k)) = ¥ (#( <k))?,
k=1
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where (k) represents the cumulative probability 7(k) = P(y < k). In contrast to
other possible error measures (e.g. the deviance or the Brier score), it takes the
ordinal structure of the response into account.

4 Application to Bundesliga Season 2016/17

We now apply the model to data from the Bundesliga season 2016/17. The data
contain each of the 306 macthes of this season on the 34 matchdays. For easier
interpretation of the intercepts, the covariates were centered (per team around the
team-specific means). Centering of covariates only changes the paths (and interpre-
tation) of the team-specific intercepts. Now, the intercepts represent the ability of a
team when every covariate is set to the team-specific mean. Beside that, the paths
and the interpretation of the covariate effects are not affected by the centering of the
covariates. They represent the effect of a covariate on the ability of a team when the
respective covariate deviates from the team-specific mean.

Figure 1 illustrates the parameters’ paths for the proposed model, separately for
each covariate along the tuning parameter A. The dashed vertical line indicates the
model that was selected by 10-fold cross-validation. In contrast to the home effects
and all covariate effects, the team-specific intercepts are not penalized and, con-
sequently, do not show any particular clusters of teams. Bayern Miinchen clearly
dominated the league in this season which is also represented by a very high team-
specific intercept.

The paths of the home and the covariate effects clearly illustrate the clustering
effect of the penalty terms. It can be seen that the home effect seems to be equal
for all teams. The home effect is positive and, therefore, represents an actual home
advantage for all teams as it was expected. The greatest effect of all covariates can
be seen for Distance. It has a strong positive effect for all teams. The teams gain
better results in matches where they had a good running performance. Interestingly,
the covariate BallPossession has negative effects for all teams. Here, only Darm-
stadt 98 is separate from the other teams with an even more negative effect while all
other teams form a big cluster for this variable. None of the variables is eliminated
completely from the model, each variable has effects for at least two of the teams.
TacklingRate and ShotsonGoal have (small) positive effects for all teams. Figure 2
shows the RPS of the cross-validation along the tuning parameter A.

5 Concluding remarks

This work deals with data from the German Bundesliga from the season 2016/17
and considers several on-field variables in a paired comparison model. We propose
amodel that is able to make use of the big amount of data that is collected in modern
football and to simultaneously connect the corresponding variables to the outcome
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Home Intercepts Distance

log(A+1) log(A+1) log(A+1)

BallPossession TacklingRate ShotsonGoal

log(h +1) log(A+1) log(A+1)

CompletionRate FoulsSuffered Offside

log(h+1) log(A+1) log(A+1)

Fig.1 Parameter paths, separately for home effect, intercepts and all (centered) covariates. Dashed
vertical line represents the optimal model according to 10-fold cross-validation.
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RPS
180 200 220 240 260 280

log(A +1)

Fig. 2 Ranked probability score (RPS) for cross-validation along tuning parameter A for model (4).
Dashed vertical line represents optimal model according to 10-fold cross-validation.

of the matches. Complex modeling approaches are rather scarce in this area. The
model incorporates football matches into the framework of paired comparisons and
uses the general model proposed by Schauberger and Tutz (2017a) for the incorpo-
ration of different types of variables into paired comparison models.

In contrast to standard paired comparison models, the model offers a much more
flexible and less restricted approach. Each team is assigned with individual strengths
per matchday, depending on the on-field covariates of the team. This extension of
the simple Bradley-Terry model allows for a much better discrimination between
the different match outcomes and, therefore, for a better predictive performance.
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Are the shots predictive for the football results?

1 tiri sono predittivi per modellare il numero di reti nel
calcio?

Leonardo Egidi, Francesco Pauli, Nicola Torelli

Abstract In modelling football outcomes, scores’ data are regularly used for the es-
timation of the attack and the defence strength of each team. However, these teams’
abilities are quite complex and are correlated with many quantities inherent to the
game. Additional available information, relevant for their estimation, are shots, both
made and conceded. For such a reason, we propose a hierarchical model that incor-
porates this information in three stages for each game and each team: number of
scores, number of shots on target and number of total shots. We fit the model on
English Premier League data and obtained predictions for future matches.
Abstract Nel modellare i risultati calcistici, i dati sui goal sono solitamente utiliz-
zati per stimare le abilita di attacco e difesa di ogni squadra. Tuttavia, queste abilita
hanno una natura complessa e sono correlate con molte quantita inerenti al gioco.
Un’ulteriore informazione disponibile, rilevante per stimare questi parametri,
data dai tiri, sia quelli realizzati che quelli concessi. A tale scopo proponiamo un
modello gerarchico che incorpora questa informazione in tre stadi per ogni partita
e ogni squadra: numero di goal, numero di tiri nello specchio e numero di tiri to-
tali. Abbiamo applicato il modello sui dati della Premier League inglese e ottenuto
previsioni per partite future.

Key words: modelling football outcomes, hierarchical model, shot, prediction

1 Introduction

Modelling the outcome of a football match is the subject of much debate, and vari-
ous models based on different assumptions have been proposed. The basic assump-
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tion is that the number of goals scored by the two teams follow two Poisson distri-
butions (Maher, 1982; Baio and Blangiardo, 2010)—possibly with rates parameters
accounting for different sources of information, such as bookmakers odds (Egidi
et al., 2018)—but many researchers investigated the correlation between them by
proposing a more complicated bivariate Poisson distribution (Karlis and Ntzoufras,
2003).

Another typical assumption is the inclusion in the models of some teams’ effects
to describe the attack and the defence strengths of the competing teams. For this
aim, the advent of some dynamic structures (Owen, 2011; Koopman and Lit, 2015)
allowed these parameters to vary over the time, in order to specify an intuitive tem-
poral evolution of these teams’ skills along the match days and the seasons. The
historical match results, possibly along with a set of further covariates, are usually
the only data used for the estimation of these abilities. However, the scoring and
the defence abilities are strongly correlated with the shots and the shots conceded
respectively. For such a reason, including this information into a model designed
for predicting the scores could provide relevant benefits both in terms of the real-
istic description of the game and the prediction of future matches outcomes. As an
example of the relevance of the shots on target and the total shots on the statistical
prediction of match results for the Italian football league Serie A, see Carpita et al.
(2015).

In this paper, we propose a Bayesian hierarchical model consisting of a data-
hierarchy in three stages for each game and each team, where the nested quantities
are: number of scores, number of shots on target and number of total shots. The
number of scores and the number of shots on target follow two binomial distribu-
tions respectively, with probability and population treated as further parameters. In-
tuitively, the total shots also consist of all those attempts—e.g., long distance shots,
last minute shots—which may represent a noisy proxy for the attack skills, and for
such a reason they represent the last level of the assumed hierarchy.

As far as we know from reviewing the current literature, this proposal represents a
novelty also in terms of parameters’ interpretation: binomial probabilities associated
to the first two levels reflect the conversion rate of the shots on target in goals and the
precision rate of all the shot attempts, respectively. In Sect. 2 we introduce the entire
model, and we focus on the Gaussian process for the attack and the defence abilities.
Moreover, we assess the binomial assumption for the scores through a Pearson’s chi-
squared test. We present the application on the English Premier League in Sect. 3,
along with parameters’ estimates and predictions for the test set season. Sect. 4
concludes.

2 A joint model for the shots and the scores

Here, y,, = (ym1,ym2) denotes the vector of observed scores, where y,;; and y,;»
are the number of goals scored by the home team and by the away team in the m-
th match of the dataset, respectively. Let §,; = (sm1,8m2) denote the shots on the
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target and wy, = (W1, wm2) the total number of shots, respectively. For each m, the
data information is represented by the joint vector (y,s,w). The total number of
teams considered across the seasons is 7 = 34. In what follows, the nested indexes
h(m),a(m) =1,...,T and 7(m) identify the home team, the away team and the
season T associated with the m-th game, respectively. The three-stages hierarchical
model for the scores and the shots is then specified as follows:

Ym1 ~ Binomial(su1, Ph(m),z(m))
ym2 ~ Binomial(su2; qu(m),z(m))
Sm1 ~ Binomial (Wit , iy ) M
Sm2 ~ Binomial (2, V(m) )
Winj|6mj ~ NegBinomial(6,,,9), j=

The conversion probabilities p and g are modelled with two inverse logit, depending
on the attack and the defence strengths of the competing teams:

Phim),e(m) = 10t~ (1 + atty ) <(m) + A€ fum) 2(m))

] ()
Pa(m),z(m) = 10t (atta(m) 2(m) + defnim),c(m))-

The attack and defence parameters are assumed to follow two Gaussian processes:

att z ~ GP (an (1), k(7))

def  ~ GP(tgey (), k(T)), ®)

with mean functions pa (7) = att. c—1, Haer(T) = def. r_1, and covariance function
with generic element k(7); j = exp{— (7 — 7;)>} +0.1. As outlined in the literature,
a ‘zero-sum’ identifiability constraint within each season is required: for T teams
we assume: ZtT:] atty ; =0, ):,T:I defiz=0,1=1,...7.

The shots’ precision probabilities u and v and the shooting rates 6,1, 0, are
given a Beta distribution with hyperparameters 8, € and a Gamma distribution with
hyperparameters o, 3, respectively:

Up(m) ~ Beta(éh Sh(m)) Va(m) ~ Beta(6 (m)» ga(m)) “4)
Om1 ~ Gamma( 0, (s Bu(m))> Om2 ~ Gamma(&y (), Bam))- 5)

The model is completed by the specification of weakly informative priors for the
home effect parameter u, the overdispersion parameter ¢, and the hyperparameters
o,B,0,¢€.

It is of interest to assess the legitimacy of the binomial distribution for the model
above. For this purpose, we consider the empirical distribution of the scores condi-
tioned on a given number of shots on target, y.;|s.; = z, z € N, and we check whether
this sample may be thought as drawn from a Binomial(n, p), with n and p fixed. For
each z, we performed some Pearson y>-tests comparing the empirical distribution
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of the scores conditioned on the z-th shot on target and the hypothesized binomial
distribution, with n and p estimated from the data. For both the home and the away
scores, for each z the Pearson x? test suggests to not reject the null hypothesis of bi-
nomial distribution (all the p-values are always greater than the threshold ¢ = 0.05).

3 Application: Premier League from 2007/2008 to 2016/2017

We collected the historical data arising from 10 seasons of the English Premier
League (EPL), from 2007/2008 to 2016/2017. The data structure of the model is
presented in Table 1 with respect to the first match day in EPL 2007/2008. The goal
is fitting the model and deriving the parameters’ estimates. Secondly, we make pre-
dictions for a set of future matches. Model coding has been written using Stan (Car-
penter et al., 2017), precisely the Rstan interface. We strictly followed the software
guidelines for monitoring the chains’ convergence and speeding up the computa-
tional times. The chosen number of Hamiltonian Markov Chain iterations is 2000,
with a burnin period of 500.

Table 1 Data structure for the first match day, EPL, 2007/2008 season. Each column reports:
match, season, home team, away team, home goals, away goals, home shots, away shots , home
shots on target, away shots on target.

Match Season h[m] a[m| Vil Ym2 Wil Wm2 Sml Sm2
1 07/08 Aston Villa  Liverpool 1 2 10 17 6 7
2 07/08 Bolton Newcastle 1 3 13 7 9 5
3 07/08 Derby Portsmouth 2 2 12 12 5 6
4 07/08 Everton Wigan 2 1 12 14 8 4
5 07/08 Middlesbrough Blackburn 1 2 10 4 6 4
6 07/08  Sunderland Tottenham 1 0 9 6 4 3
7 07/08  West Ham ManCity 0 2 9 14 2 5
8 07/08 Arsenal Fulham 2 1 19 12 13 9
9 07/08 Chelsea  Birmingham 3 2 19 6 11 4
10 07/08 Man United Reading 0 0 22 3 9 2

3.1 Parameters’ estimates

As usual in Bayesian inference, posterior means =+ posterior standard deviations or
posterior quantiles are the summaries for describing and visualizing the posterior
distribution of the parameters.

The attack and defence abilities are directly connected with the scoring probabil-
ities in (2), and modelled as Gaussian processes in (3) in terms of seasonal evolu-
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tion. Fig. 1 displays the 50% posterior intervals for the attack (solid red line) and the
defence (solid black line) in formula (3) across the seasons. Higher values for the
attack are associated with a greater propensity to convert the shots on target in goals;
conversely, lower values for the defence correspond to a better ability to not concede
goals. These plots may explain something unexpected even for football experts and
help in revealing new instances behind events thought as completely unpredictable.
For instance, Leicester won the Premier League 2015/2016 with associated initial
odds such as 1:5000, and no one, at the beginning of the season, could have pre-
dicted that performance. However, there is a surprising trend that emerges clearly:
starting from 2007/2008 season, Leicester dramatically improved the propensity to
convert the shots in goal and, at the same time, reinforced its defence. The values
registered for the attack and the defence are among the highest and the lowest in the
EPL respectively. Maybe, the victory of Leicester, despite highly surprising, was
less unpredictable than what the experts had thought.
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Fig. 1 Posterior estimates for the attack (solid black lines) and defence (solid red lines) across the
nine seasons considered, from 2008/2009 to 2016/2017, for the twenty teams belonging to the EPL
in the 2016/2017 season.
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The power of model (1) is to represent a sort of scores’ genesis, able to approxi-
mately reproduce the features of the real game. The scores represent the final level,
depending on the population of the shots on target, which in turn depends on the
population of the total shots. The posterior means + standard error for the average
conversion probabilities p, g and the home precision probabilities u are displayed in
Fig. 2 (left panel). For the majority of the teams, the precision probabilities (black
bars) are higher than the conversion probabilities (red and blue bars), and this is
intuitive in terms of football features: usually, the ratio between the shots on target
and the total shots tends to be higher than the ratio between the goals and the shots
on target. However, Middlesbrough, one of the three relegated teams at the end of
the 2016/2017 season, is associated with the highest precision probability—half of
its shots are on the target—but with the lowest conversion—only about one attempt
over ten in the targets corresponds to a score. Conversely, the precision probabilities
for Leicester almost overlap the conversion probabilities. For what concerns the total
shots, Fig. 2 (right panel) displays the average shots rates, where Chelsea, Manch-
ester City, Tottenham and Liverpool register the highest values. For each team, the
trend is to kick more when playing at home.

Although a broad analysis of these statistics should benefit from other compar-
isons and covariates, we imagine these kinds of plots and summaries could be bene-
ficial for football managers or tactic experts, at least in a naive perspective summa-
rized by the quote ‘kick less, kick better’.

Conversion and shots' probabilities (estim. +/- 1 s.e.) Shots rates (estim. +/- 1 s.e.)
0.0 0.2 0.4 0.6 08 5 10 15 20 25
L | | | | L | | | |
Burnley A -+ Burnley T—h—
Crystal Palace A N 8: Crystal Palace T—h— 0
Everton ! e * s u Everton —— * U
Hul - -~ Hull — A 6,
ManCity ! - * Man City ——
Middlesbrough o - Middlesbrough —h—
Southampton Eanaaiing Southampton ———
Arsenal ! b - Arsenal ——
Bournemouth = Bournemouth —h—
Chelsea e + Chelsea ——
Man United * + Man United T
Leicester = Leicester T
Stoke - - Stoke A
Swansea . s hd Swansea T
Tottenham | — - Tottenham e
Watford ! A= Watford —
West Brom s * West Brom T—Ae—
Sunderland - * Sunderland T
WestHam ! s * West Ham A
Liverpool ! + * Liverpool T

Fig. 2 Average of the posterior estimates for the conversion probabilities p, and g, and for the
home precision probabilities u (left panel); average of the posterior estimates for the shots rates
6.1, 0., (right panel) for the twenty teams belonging to the EPL 2016/2017.
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3.2 Prediction and posterior probabilities

Making predictions for future games and seasons is of great appeal for sport statis-
ticians. We used historical data arising from the past seasons for making predictions
about the tenth season, the EPL 2016/2017. As usual in a Bayesian framework, the
prediction for a new dataset may be performed directly via the posterior predictive
distribution for our unknown set of observable values. Fig. 3 displays the posterior
50% credible bars (grey ribbons) for the predicted achieved points for each team for
the season 2016/2017, together with the observed final ranks. At a first glance, the
model correctly detects Chelsea as EPL champion at the end of the 2016/2017 sea-
son, and Middlesbrough and Hull City relegated in Championship. Manchester City,
Tottehnham and Arsenal appear to be definitely underestimated, whereas Manch-
ester United and Leicester are quite overestimated. Globally, the predictions reflect
the observed pattern.

Table 2 reports the model posterior probabilities being the first, the second and
the third relegated team; as may be noticed, Sunderland was pretty unlikely to be
relegated in Championship. Conversely, Burnley had an high probability to be rele-
gated, but it performed better than the predictions.

75

25

Chelsed
Liverpool
Leicester]
Southamptor
Man United]
West Brom
Man City
Sunderland
West Hami|
Tottenhan|
Bournemouth
Stoke’
Arsenal
Everton
Crystal Palacd
Swansed
Watford
Middlesbrough
Hull
Burnley

Teams

Fig. 3 Posterior 50% credible bars (grey ribbons) for the achieved final points of English Premier
League 2016/2017. Black dots are the observed points. Black lines are the posterior medians.
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Table 2 Estimated posterior probabilities for each team being the first, the second, and the third
relegated team in the Premier League, 2016/2017, together with the observed rank and the number
of points achieved (relegated predicted teams by the model are emphasized).

Team P(1st rel) P(2nd rel) P(3d rel) Actual rank Points
Burnley 0.096 0.161 0.245 16 40
Hull 0.103 0.198 0.254 18 34
Middlesbrough 0.063 0.117 0.226 19 28
Sunderland 0.055 0.045 0.027 20 24

4 Discussion

We have proposed a Bayesian hierarchical model consisting of a three-stage hier-
archy for the scores, the shots on target and the number of total shots. The main
novelty is the inclusion of an important latent football feature represented by the
kicking ability of each team, modelled both in terms of intensity and precision.
Preliminary results on future matches seem to be promising in terms of predictive
accuracy. Model comparisons and goodness of fit tools are issues of future interest.
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Zero-inflated ordinal data models with
application to sport (in)activity

Modelli per dati ordinali zero-inflazionati con
applicazione all’(in)attivita sportiva

Maria Iannario and Rosaria Simone

Abstract Traditional models for ordinal data (as CUB models or cumulative mod-
els with logit/probit link, among others) present limits in explaining the surplus of
zero observations, especially when the zeros may relate to two distinct situations
of non-participation/inactivity and infrequent participation, for instance. We con-
sider an extension of standard models: zero-inflated CUB models and zero inflated
ordered cumulative (ZIOC) probit/logit models handling the GECUB models and us-
ing a double-hurdle combination of a split (logit/probit) model and an ordered pro-
bit/logit model, respectively. Both extensions, potentially, relate to different sets of
covariates. Finally, models are applied to Sport surveys. Specifically the paper in-
vestigates the determinants of sport (in)activity: the frequency and the probability
of sports participation. It distinguishes between genuine “non-participants” and the
ones who do not participate at a time but might do under different circumstances.

Abstract I modelli tradizionali per i dati ordinali (come modelli CUB o cumulativi
con link logit/probit, tra gli altri) presentano limiti nello spiegare il surplus di os-
servazioni nella categoria zero, specialmente quando gli zeri possono riguardare
due distinte situazioni di non partecipazione/non attivita e/o partecipazione non
frequente. Il lavoro propone un’estensione di modelli standard: i modelli CUB zero
inflated e i modelli ordinal probit/logit con inflazione di zeri (Z10C). I primi costitu-
iscono una revisione dei modelli GECUB (modelli CUB con effetto shelter), i secondi
costituiscono una mistura di modelli (probit/logit) dicotomici e modelli probit/logit
ordinali. Entrambe le estensioni possono riferirsi a diversi gruppi di covariate. In-
fine, i modelli sono applicati a dati rilevati da indagini sullo sport. In particolare,
lo studio esplora le determinanti dell’(in)attivita sportiva: la frequenza e la proba-
bilita di partecipazione ad attivita sportive. Distingue tra veri “non partecipanti”
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e coloro che non partecipano al momento dell’indagine, ma potrebbero se in cir-
costanze diverse.

Key words: CcUB models, Ordinal logit/probit models, Ordered outcomes, discrete
data, sport inactivity, zero-inflated responses

1 Introduction

Excess of zeros is a commonly encountered phenomenon that limits the use of tra-
ditional regression models for analysing ordinal data in contexts where respondents
express a graduated perception on a specific item or experiments identify levels of
increasing assessments.

The situation occurs with ordinal scales in which there is an anchor that repre-
sents the absence of the symptom or activity, such as none, never or normal. This
level usually tagged zero may be scored by respondents certainly not at risk (with-
out symptom or who do not practice any activity/exercise) and respondents with a
non-zero probability of risk.

Survey data concerning epidemiological studies or choices, particularly those
that refer to an explicit time dimension, may include genuine non-participants what-
ever the circumstances are, as well as individuals who would decide to participate
if the circumstances were different. It is, therefore, likely that these two types of
zeros are driven by different behaviour. One example is a study by Harris and Zhao
(2007) on the consumer choice problem of tobacco consumption or the analysis of
Downward et al. (2011) on sports participation, among others.

Aim of the paper is introducing methodologies that allow users of ordinal scale
data to more accurately model the distribution of ordinal outcomes in which some
subjects are susceptible to exhibit the response and some are not (i.e. the depen-
dent variable exhibits zero inflation). The study explores the determinants of sport
(in)activity: the frequency and the probability of sports participation. It distinguishes
between genuine “non-participants” and the ones who do not participate at a time
but might do under different circumstances. Thus, it includes whether or not to par-
ticipate in sport and, subsequently, what intensity of participation is undertaken. It
is able to distinguish between structured and sampling zeros implementing some
results obtained for count data in the ordinal data context.

With respect to the standard models for ordinal data the new methodologies ex-
ceed some gaps related to the model of zeros by taking into account the potentially
two-fold decision made with respect to participation. Here we propose extensions of
standard models: zero-inflated CUB (ZICUB) models and zero inflated ordered cumu-
lative (Z10C) probit/logit models handling the GECUB models and using a double-
hurdle combination of a split (logit/probit) model and an ordered probit/logit mod-
els, respectively. Both extensions, potentially, relate to different sets of covariates.
The modelling assumption is that different decisions govern the choice to participate
and the frequency of participation in sport. The remainder of the paper is as follows.
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Section 2 reviews the methods used for the analysis. Section 3 describes the data set
and main estimation results with a summary of the main findings and opportunities
for further research.

2 Methods

Let Y be a discrete random variable that assumes the ordered values of 0, 1,...,J.
Standard ordinal cumulative (Agresti, 2010) or CUB models (Piccolo, 2003) map a
single latent variable Y* to the observable Y, with Y* related to a set of covariates
or consider the response as a weighted mixture of respondents’ propensity to adhere
to a meditated choice (formally described by a shifted Binomial random variable)
and a totally uninformative choice (described by a discrete Uniform distribution)
with a possible shelter effect (Iannario, 2012; Iannario and Piccolo, 2016), respec-
tively. Here we propose a zero inflated cumulative (Z10C) model that involves two
latent equations with uncorrelated error terms: a logit/probit equation and an or-
dered logit/probit equation by introducing ZIOL/ZIOP models (subsection 2.1). Or
in order to further disentangle the inflated effect concentrated at category zero we
may introduce a variant of GECUB models (subsection 2.2).

2.1 Zero Inflated Cumulative Models

Let r denote a binary variable indicating the split between Regime O (» = 0, for “non
participants”) and Regime 1 (r = 1 for “participants”), which is related to the latent
variable r* = x'B + € where x is a vector of p individual characteristics (covariates)
that determine the choice of regimes, B is a p-vector of unknown regression pa-
rameters, and € is a random variable with cumulative distribution function Ge(.).
Accordingly, the probability of an individual being in Regime 1 is given by

Pr(r=1|x) = Pr(r* > 0|x) = G¢(x'B),

where we assume Gg(.) strictly increasing and symmetric around zero. Standard
choices for the distribution function are the logit link function, G(t) = 1/(1+¢™"),
corresponding to the logistic distribution, or the probit link function, G(¢) = ®(r),
with @ the cdf of the standard normal distribution.

Conditional on r = 1, respondents levels under Regime 1 are represented by
Y(¥ =0,1,...,J), which is generated by a cumulative link model based upon a
second underlying latent variable ¥*, where

7 = z/’y—i—u,

with z being a vector of covariates with unknown parameters ¥ and u ~ Gg¢(.). The
observed ordinal variable ¥ takes as values the labels 0 if Y* < 0, J if ¥* > ay_;
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otherwise,
Y=j — a1 <YV*<a; j=12,...,0-1, j>2,
where aj (j=1,...,J — 1) are the intercept values to be estimated in addition to the

covariate coefficients y. Notice that Regime 1 also allows for zero scores. That is,
to observe Y = 0 we require either that » = O (the individual is a non participant)
or jointly that 7 = 1 and ¥ = 0 (the individual is a zero consumption participant).
To observe a positive score, instead, we require jointly that the individual is a par-
ticipant (r = 1) and ¥* > 0. If we assume that the error terms from the first stage
equation and the second stage cumulative outcome equation, that is e and u, are not
correlated the probability mass function of the ZIOC model is

Pr(Y): Pr(Yzolz,x):Pr(r=0|X)+Pr(l":l|x)Pr(f/:()|z7r:1)
Pr(Y =jlz.x) =Pr(r=11x) Pr(Y = jlzr=1) (j=1,...J)

Pr(Y =0]2,x) =[1—Ge(x'B)]+ Ge(x'B)Ge(—2'y)

={Pr(Y = j | 2.2) = Ge@B)[Ge(ej ~ 77) ~ Gl — V)] (= 1.....J -

Pr(Y=J|z,x) =Ge(x¥'B)[1 — Ge(ay_1 — 2'Y).

In this way, the probability of a zero score has been inflated as it is a combination
of the probability of zero consumption from the cumulative model framework and
the probability of non-participation from the split logit/probit model. Notice that
the choice of distribution function G¢ allows to consider the Zero Inflated Ordinal
Probit (z10P) as in Harris and Zao (2007) or Zero Inflated Ordinal Logit (zZIOL)
models. Once the full set of probabilities has been specified, and given an iid sample
(i=1,...,n) from the population on (¥;,x;,z;), the parameters of the full model 8 =
(B',y, @) may be estimated using the maximum likelihood (ML) methods. The
log-likelihood function is £(0) =Y}, 2520 IY; = jllog Pr(Y; = jl|xi,zi,0), where
I[Y; = j] is the indicator function of (¥; = j).

2.2 Zero Inflated CUB Models

Let ¥ ~ CUBgje—1(%,&,8;J + 1) be a cUB distributed random variable over J + 1
categories and shelter at ¢ = 1:

Pr(V =j|#,6,8) =D\ + (1-8) [#b;(&)+(1-%) h;], j=1,2,....0+1,

1
where h; = Tl is the discrete Uniform distribution over the given support and

b;(&) denotes the shifted Binomial distribution with parameter 1 —&.
Then, a ZICUB model for the response variable ¥ € {0,...,J} is specified by
setting ¥ = ¥ — 1. In this way

1)
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Pr(Y =0/0) = 5+ (1-9) {nbl(gi)ﬂl —77:)1}
Pr(Y) =
Pr(Y =j|0)=(1-0) |:7rbj+l(€)+(l ﬂ)}, j=1...,J

In addition to examine the effects of risk factors on the response variable it may be
proposed the inclusion of covariates on the parameters through canonical logit link:

lOgit(6i) = (D/Xi; lOgit(ﬂi) = ’nlzi; logit(éi) = CIW,‘.

Here, = (@',n’,&’)’ is the parameter vector characterizing the distribution of
(Y1,Ya,...,Y,) with @, n’, ¢’ denoting the parameter vector for the shelter, uncer-
tainty and feeling components, respectively, and x; € X,z; € Z and w; € W being
the selected covariates for the i-t/ subject of the three components. The zero-inflated
variant of GECUB models also assumes that some zeros are observed due to a spe-
cific structure in the data.

Here, given an observed random sample (Y;,x;,z;,w;), fori =1,2,...,n, the log-
likelihood function is ¢(0) = Y}, Z?:o I[y; = jllog Pr(Y; = j|xi,zi,w;, 0), where
I[Y; = j] is the indicator function of (¥; = j).

3 Data and application

The determinant of sport (in)activity will be discussed on the basis of two case stud-
ies involving data collected in 2016 and 2017, respectively, through a web link re-
lated to the BDsports project (http://bodai.unibs.it/bdsports/). The case studies have
been selected to highlight pitfalls and advantages of the two main proposals and to
allow the distinction between genuine inactive respondents and the ones who do not
play sport at a time of surveys.

In the last decade the modelling of sports participation decision has increased
in complexity. The sports participation variable is measured in different ways; rel-
atively few studies consider the time spent on sports participation or the frequency
of such participation as we done in this paper. The dependent variable under in-
vestigation for 2016 is a rating on a 7 point scale whereas for 2017 is a rating on
11 categories (see Figure 1), asking each respondent the time dedicated to sport
practice on weekly basis: from ‘O = Rarely practiced any sport/not practiced any
sport at all’, ‘1 = Less than one hour’ up to ‘6 = More than 7 hours’ (up to ‘10’
for 2017). Notice that the two surveys are about two different main topics (sport
preferences and habits for the first survey, on the exercise addiction for the second
ones); however both of them present a rating question on sport activity. Because the
dependent variable is ordered rather than continuous and because, as noted in the
Introduction, ‘zero’ participation could measure never participated (genuine inac-
tive) or not recently/rarely participated a Zero-inflated ordered (ZIOP) estimator and
ZICUB models are employed for 2016 whereas a ZIOL and ZICUB models for 2017.
The modelling assumption is that different decisions govern the choice to partici-
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pate and the frequency of participation in sport. Hurdle models are not considered
by following what it is in Downward et al. (2011).

Evidence in the literature reveals that the probability of sports activity decreases
with age (Barber and Havitz, 2001; Downward and Rasciute, 2010; among others)
with less difference in gender among the older adults (Bauman et al. 2009). Gender,
in fact, is the other covariate that has a highly important influence on sports activity.
There is evidence about the fact that men, in general, not only participate in sport
more than women (Downward and Rasciute, 2010; Eberth and Smith, 2010; Hove-
mann and Wicker, 2009; Lera-L6pez and Raptin-Gérate, 2007) but they also show
a higher frequency of participation (Barber and Havitz, 2001; Eberth and Smith,
2010). These differences may be attributed to biological factors, and cultural and
social influences (Humphreys and Ruseski, 2010). Another determinant of sport
(in)activity is the smoking habit; it has (with alcohol consumption) negative effects
on sport practice especially in relation to age (Perretti et al. 2002).

Thus, in our analysis the selected covariates for 2016 are gender, age and the
smoking habit. Results concerning a sample of n = 647 respondents are in Ta-
ble 1 with the thresholds (cutpoints) on the underlying scale for ZIOP model
0 = —4.683, b = —0.918, &3 = —0.751, 0y = —0.188, &s = —0.026, b = 1.382.

As revealed by estimation results of ZIOP model (Table 1) and mentioned in the
literature sport activity reduces with older age; furthermore, smokers are generally
inactive as well as women. Both estimated models confirm the effect of age for the
inflation in the zero category that in ZICUB models is explicitly due to smoking
habits. The best performance in terms of BIC index is for ZICUB model (bold in
Table).

Similar results have been obtained for the analysis of the second survey (2017)
where gender, age and the dichotomous response to the question “do you practice
any sport or physical activity?” are considered (n = 554). Results are in Table 2 with

the thresholds (cutpoints) on the underlying scale for ZIOL model & = —6.975,

Relative Freq
Relative Freq.

Ordinal values of Y=0,12,.... Ordinal values of Y=0,1,2,....J

Fig. 1 Frequency distribution of the time spent on sports participation (/ =0, 1,...,6; Survey 2016
left side) (j =0, 1,...,10; Survey 2017 right side)
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Table 1 Regression results for ZICUB and ZIOP models

Models Covariates Parameters Estimates StdErr

ZICUB Constant [0 —0.871 0.115
Smoke @ 0.556 0.201
Constant flo 2.773 0.715
Age Ll —0.057 0.022
Constant %o 0.283 0.063
Woman i 0.163 0.085
0(0) —1056.233 BIC 2172.876

ZI0P Age B 0.611 0.087
Constant o —0.309 0.112
Woman i —0.345 0.104
Smoke P 0.014 0.005
0(0) —1067.021 BIC 2177.189

O =—1.128, 63 = —0.825, 0y = —0.571, &5 = —0.543, & = —0.074, &7 = 0.011,
0g = 0.300, 0w = 1.034.

Here it possible to notice the different impact of age on the uncertainty compo-
nent for ZICUB model; for ZIOL model, instead, it has been confirmed the increas-
ing inactivity for older respondents. Furthermore, to be woman and the answer to no
sport/physical activity practiced represent requisites which express sport inactivity.
In ZICUB model the effect of gender influences the feeling component by explain-
ing woman inactivity, especially for “no practice at all” respondents. Generally this
last model presents a better performance (BIC index in bold); here the inflation in
zero consistently increases with the response “no practice”. Data and the R code for
the implementation of the methods are available upon request from Authors.

Finally, by testing different covariates and models to explain sport (in)activity it
turns out that age, gender, smoking habit and no sport/physical activity exercised
affect the occurrence of sedentary behaviour: given all these drivers it is possible to
analyse the effect of age for zero inflation in Z1IOC models, and smoking habits and
no sport/physical activity practised for ZICUB models. Both implemented methods
confirm the main results of the literature. Although the choice between the two
zero-inflated approaches is generally based on the aim of the study, the evaluation in
terms of fitting results and the interpretation of covariates may address the selection.
Moreover, it is important to highlight some computational drawbacks related to the
performance of ZIOC models.

Generally assessing the nature of the zero scores is becoming a more and more
relevant issue demanding for the use of both the proposals. They can be used to
estimate the proportion of zeros coming from each regime, and to evaluate how the
split changes with observed characteristics.

Simulation studies will be planned to further validate and compare the efficacy
of the proposals.
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Table 2 Regression results for ZICUB and ZIOL models

Models Covariates Parameters Estimates Std Err

ZICUB Constant [0 —5.281 2.357
No practice at all o] 7.202 2.382
Constant flo —2.895 0.860
Age Ll 0.112 0.035
Constant %o 0.347 0.130
Woman i 1.175 0.282
No practice at all G 0.212 0.084
0(0) —1085.695 BIC 2215.61

ZIOL Age B 3.595 0.764
Constant P —0.429 0.398
Woman b —-5.177 0.529
No practice at all %3 —0.060 0.012
£(0) —1078.085 BIC 2244.611
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Do Social Media Data predict changes in young

adults’ employment status? Evidence from Italy

1 Social Media data possono predire variazioni dello stato

occupazione giovanile? Un caso studio in Italia

Andrea Bonanomi and Emiliano Sironi

Abstract This study addresses the conditions in which young Italian people find
themselves during the active job search via Social Media Data. Focusing especially
on NEETs, the aims of the study are: 1) to predict the changes in employment status
from traditional information by using the longitudinal representative survey
Rapporto Giovani; 2) to identify the target population inferring from their online
digital traces; 3) to predict changes in employment status from social media data. We
tried to predict the employment status transitions based on the digital behaviour
using a new Facebook application, LikeYouth, that gathers information regarding
Facebook profile and Likes on Facebook Pages of each user.

Abstract Questo lavoro affronta le condizioni dei giovani italiani durante ricerca
attiva di lavoro, mediante [’utilizzo di social media data. Concentrandoci in
particolare sui NEET, gli obiettivi dello studio sono: 1) prevedere i cambiamenti
nello stato occupazionale dalle informazioni tradizionali tratte dall’indagine
longitudinale rappresentativa “Rapporto Giovani”; 2) identificare la popolazione
target inferendola dalle tracce digitali online; 3) prevedere i cambiamenti nello
stato occupazionale dai social media data. Abbiamo cercato di prevedere i
cambiamenti nello stato di occupazione in base al comportamento digitale mediante
l'uso di una nuova applicazione Facebook, LikeYouth, che raccoglie informazioni
sul profilo di Facebook e i “like” alle pagine di Facebook di ciascun utente.

Key words: Social Media Data, Employment Status, Rapporto Giovani, LikeYouth.

1 Andrea Bonanomi, Universita Cattolica del Sacro Cuore di Milano; andrea.bonanomi@unicatt.it

Emiliano Sironi, Universita Cattolica del Sacro Cuore di Milano; emilano.sironi@unicatt.it



20 Andrea Bonanomi and Emiliano Sironi

1 Introduction

Transition to adulthood evolved over the past decades. While in archaic societies
most transitions took place by discrete “leaps” and were signed by “rites of passage”,
modern societies present a different approach: transitions are represented
increasingly as being individual. Since nowadays the transition to adulthood has
become longer, the family of origin has assumed more value and power in
influencing young people. Italians leave home on average at a later age with respect
to young people in other European countries. The peculiarities of the Italian situation
can be explained from both cultural and structural standpoints. On one hand, the
presence of strong inter-generational ties is coherent with longer stays in the family
of origin. On the other hand, the unfavourable labour market and the welfare system
that is not generous to young generations tend to discourage individual autonomy
and an active job search (Alfieri et al, 2015). According to the Organisation for
Economic Co-operation and Development, on April 2016, the rate of youth
unemployment in Italy was equal to 37.7%. This study aims at improving the current
understanding of the conditions in which young Italians find themselves in during the
acquisition of autonomy and in the active job search via tradition survey and
tradition type of analysis, and via Social Media Data and Digital Behaviours. We
place the focal point on the Not in Employment, Education, or Training population,
hereafter NEET and on the grade of Autonomy that Young Italians have (i.e. in the
decision of leaving home). NEETs are at risk for social marginalization. The failure
to tap into the economic aspirations limits not only their income and skill
development, but also their likelihood of later employability, autonomy, and life
planning. In light of this picture, addressing the transition from and to the NEET
condition in Italy is becoming an emerging issue in order to reduce the risks of social
exclusion and of entering poverty for a large part of Italian young adults. The aim of
the paper is to focus on the dynamic to enter or exit the NEET condition through the
study of its determinants. To integrate demographic data from social surveys, with
social media information, the specific aims of the study are threefold:

1) to predict the changes in employment status from information obtained by the
longitudinal representative survey Youth Report (Rapporto Giovani, Istituto
Toniolo, 2016).

2) to identify the target population inferring from their online digital traces and to
uncover digital behaviours of the community of interest easily accessible from online
social platforms, which can then be used as indicators of the most privileged
communication channels for unemployment or educational advertising campaigns;

3) to predict changes in employment status from social media data. For this last
aim, we tried to predict the changes in employment status in NEET population based
on the digital behaviour (especially on Facebook's likes) using a new Facebook
application, LikeYouth. Having obtained the participants' informed consent, the
application gathers information regarding their public Facebook profile and their
likes on Facebook Pages.
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2 Employment status change: an explicative model. Data and
Methods

To address the determinants of the changes in the employment status of Italian
Young Adults, we use data from the database of the “Rapporto Giovani” survey
renewed in 2015 by the Toniolo Institute for Advanced Studies with the involvement
of the CARIPLO Foundation and IPSOS LTD as executive partners. The initial
sample consists of 9,358 individuals aged between 18 and 29 years. The individuals
were chosen with a stratified sampling technique and they are representative of
young adults residing in Italy (for gender, age, geographical origin, education,
marital status, etc.). For describing the evolution from and to the NEET status the
survey has been repeated interviewing the same subjects in 2016 (on 6,172 cases)
and in 2015 (on 3,034 cases). We implemented two binary logistic regression models
to investigate respectively the determinants of 1) the transition from the condition of
NEET to the condition of Not NEET between 2015 and 2017 and of 2) the transition
from the condition of Not NEET to the condition of NEET in the same time window.
In the first model, the dependent variable is a categorical indicator taking value 1 if
the respondent, who was not engaged either in education or in training at the time of
the first interview (2015), left the NEET condition over the following 24 months.
Conversely, the second model focuses on the sub sample of individuals that were in a
Not NEET condition at the time of the first interview: the dependent variable is a
categorical indicator taking value 1 if the respondent entered the NEET condition
over the following 24 months. The variables, measured at the time of the first
interview, used in the empirical analysis to predict the condition of NEET are listed
as follows: Gender, Age, Geographical Area Respondent’s education, Parents’
education, Quality of relationship with parents, Support, Autonomy. This group of
variables has been included in the model in line with previous studies (Alfieri et al.,
2015) devoted to investigating the long run predictors for the NEET condition. In
addition, we add a Life Satisfaction, derived from Diener et al. (1985). Empirical
results displayed in Table 1 show interesting and informative results with respect to
process of transition who leads individuals in or out of the condition of NEET.
Estimates not necessarily show opposite patterns, underlining different drivers for
the two transitional processes examined. The first model focuses on the transition
from a condition of NEET to the condition of Not NEET, displaying the significance
of age groups and of the gender. In more detail, younger individuals are more likely
to leave the NEET condition, being constant the other variables, and to enter in labor
market or in the education system. Females seem to be more penalized in leaving the
condition of NEET instead.

With respect to the effect of geographical heterogeneity, as expected, it looks
clear that individuals belonging to the northern regions have greater opportunity to
leaving the condition of NEET, due to better conditions in labor market and to an
improved macroeconomic context. If the geographical context is fully explanatory in
predicting the permanence or less in the NEET condition, a key determinant seems
to be the education level of the respondents: more educated individuals are more
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likely to exit from the NEET conditions. These results fully support the importance
of education in promoting the social mobility, also in the Italian context.

With respect to the second model, the main results show that individuals that live
in the south of Italy experience a higher risk of becoming NEET. These results show
a profile that is complementary to what we observed in the first model. Once again,
the respondents’ education plays a decisive role in reducing the risk of becoming
NEET: lower educated individuals seem to be more exposed to a change in their
employment status. Finally, we observe a relevant result concerning the role of the
life satisfaction index, only in predicting the entrance to the NEET condition.
Individuals that are less satisfied with their life, even if employed or students at the
time of the first interview are more likely to fall in the NEET condition in the
following 24 months. Surprisingly, the education level of the parents does not have a
significant impact in modifying the respondents’ employment status, such as the
quality of the relationship with the parents, the autonomy and the support indices.

Table 1: Logistic regression: prediction of the transition from and to the condition of NEET

Variables NEET — Not NEET Not NEET — NEET
Age <25 ref. ref.
>25 -0.424%* -0.013
Gender Males ref. ref.
Females -0.519%** 0.081
Geographical North ref. ref.
Area Centre -0.516* -0.102
South -0.561* 0.584*
Respondents’ Lower ref. ref.
Education Intermediate 0.651%* -0.639**
Higher 1.351* -0.662**
Parents’ Lower ref. ref.
Education Intermediate 0.301 0.108
Higher 0.265 -0.160
Relationship with parents 0.027 0.001
Autonomy 0.063 0.037
Support 0.177 0.070
Life satisfaction 0.006 -0.231*
Intercept -1.624%* -2.045%*
Observations 1,101 4,784

* p<0.05, ** p<0.01, * p<0.001

3 LikeYouth Project: data collection and method

The information gathered for this project originates from two different sources; from
the representative survey of the ‘“Rapporto Giovani” and from the LikeYouth
application. The sample consists of 9,358 individuals aged between 18 and 32 years
(M =25.7, SD = 4.7). Every subject, at the end of the survey, was invited to access
to LikeYouth. The population gathering from LikeYouth consists of 1,858



Do Social Media Data predict changes in young adults’ employment status? Evidence from ltaly5l
individuals. The comparison between subjects accessing LikeYouth and subjects not
accessing LikeYouth does not show significant differences respect to the most
important demographic variables (i.e: Total Sample: mean age 25+4.7, 50.8% male,
42.0% resident in the North of Italy, 18.0% with a high education level, 80.8%
single, 19.9% NEET; Participants of LikeYouth: mean age 25.8+ 4.4, 48.9% male,
39.7% resident in the North of Italy, 18.7% with an high education level, 80.4\%
single, 21.9% NEET). No statistical concordance index shows a significant
difference also for psychometric indicators. Participants of LikeYouth may, therefore,
be considered a representative sample of the Italian youth population.

To this extend we designed a generic experimentation schema, aiming to assess
and compare the predictive power of the digital behaviors. We postulated the study
as a supervised classification process, automatically identifying the employment
status and the potentiality that a specific person belongs to a category or not (i.e.
NEET or NOT NEET), inferring only from their digital data. Additionally, we
trained a predictive model for each of some demographic attributes. We employed a
widely used ensemble learning method for classification was employed, namely a
Random Forest (RF) classifier (Breiman, 2001). We evaluate our performance with
the weighted area under of the receiver-operating characteristic (AUROC). The
weighted AUROC statistic (Li and Fine, 2010) was preferred over the commonly
used accuracy metric, since the former takes into account the effect of unbalanced
labels, which holds true for most of our attributes. All the prediction scores reported
through this paper are in terms of the weighted AUROC.

The entire feature space, X, is randomly shuffled and split in two mutually
exclusive sets, the training set 7r, (80% of X) and the testing set Ts (20% of X).
Furthermore, for each target variable we estimated the relative rank (i.e. depth) of
each feature, as emerged from the “Gini" impurity function, assessing in this way the
relative importance of a specific feature to the predictability of the target variable.
We use as predictors the Facebook Pages the users visited and the respective
Categories, as defined by the Facebook metadata. This information is represented as
a sparse user-page and user-category matrix, the entries of which were set equal to
the raw counts of visits and 0 otherwise.

3.1  Results of Prediction of NEET Status via Social Media Data

1,858 young people from the “Rapporto Giovani” visited, during their "history"
on Facebook, more than 330,000 different Facebook pages, grouped (from Facebook
information) in 155 categories. The assignment of the category is determined, at the
time of the making the page, by the administrator of the page itself. It is not,
therefore, an objective assignment, but a subjective decision of the developer of the
page. Thus, a new taxonomic categorization of the initial categories was made,
creating 12 macro categories for a quantitative analysis of the results, and about
thirty categories for a more qualitative interpretation of the same. On average, every
subject has liked almost 400 Facebook pages, belonging to about 50 different
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categories. For the first area and community of interest, the NEETs, we are able to
predict whether an unknown person is potential NEET or not with accuracy 63%.
The model is trained on the population originating from the “Rapporto Giovani”
survey for which there has been a manual labelling of the NEET status
characterisation by a field expert. For a more qualitative and interpretative analysis
of data, we chose to consider only a subset of the Facebook pages, that is those pages
that have been visited by at least 20 young people in our sample and that had at least
100,000 likes, that is, they were very popular and well-known pages in Facebook.
2,422 pages satisfied the two conditions. They were the predictors of the models in
the second part of the analysis. Different data analysis techniques have been tested:
Cohen's K, Phi Correlation Coefficient for dichotomous variables, Random Forest
with Breiman's algorithm, CART Decision Tree. For each Facebook page, each
technique produced a score of "importance". With a meta-analysis approach, the
scores were weighted and normalized. At the end of this procedure, for each
Facebook page, a normalized index was created in the closed subset [-1; +1]. Scores
close to —1 are predictors of the condition of Not NEET, scores close to +1 are
predictors of the NEET condition. Top indicators of NEET status are Facebook
pages or categories related to consumer goods, in particular food, beverage, beauty
and health (in particular baby and kids goods), TV Channel, Retail and Consumer
Merchandise. The use of Facebook appears as a leisure tool and not much as utility
or service. Top indicators of Not-NEET status are Facebook pages/categories related
to travel, culture, humour and satire, performance art, news media and politics.
Further models are being developed for particular cohorts of the population of
interest (male/female, under/over 24 years). Table 2 shows some particularly
predictive pages of the two-different status.

Table 2: Most predictive Facebook pages of NEET or Not-NEET Status

Cohorts NEET Not-NEET

Males Worky.biz Expo2015
Verissimo Repubblica.it

Females Prenatal MatteoRenziCheFacose
Lidl Italia Grey’s Anatomy

Under 24 years Just Cavalli Dr. House
Girella Barack Obama

Over 24 years Humana Italia 11 Milanese Imbruttito
ScontieBuoniAcquisto.it Report

In general, NEETs visit discount pages, promotions, prize competitions, offers,
which can be explained for various reasons. Certainly, NEETs have more free time
than workers and students, so they can spend their time searching this kind of pages
on Facebook. Moreover, they are pushed by their weaker economic situation, to
ensure themselves an acceptable quality of life. Not NEETs have a more active and
conscious digital behaviour, and typically they like pages of culture, information,
satire, so not closely linked to advertising and media exposure, while NEETSs visit
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more pages linked to the Consumer Merchandise world, and therefore linked to
massive advertising campaigns on Facebook.

3.2 Results of Prediction of the Change of Employment Status
via Social Media Data

Since we were interested in the change of employment status in three years (from
2015 to 2017), we considered two types of changes: from the NEET Status to the
Not-NEET Status and vice versa, from Not-NEET to NEET. We considered only
subjects who, in Rapporto Giovani Survey, have responded at least to two surveys,
so to have a longitudinal view, and we divided the population of LikeYouth in two
subgroups, the NEET and the Not-NEET. In the first groups (N=300), we considered
the subjects who have changed the employment status, from the NEET condition to
the Not-NEET one. In the second groups (N=1,171) we considered the subjects who
have changed the employment status, from the Not-NEET condition to the NEET
one. Table 3 shows some particularly predictive pages of the two different changes
of status and the AUROC statistics. In the first subgroups, the percentage of the
subjects have changed their status is equal to 36.3%, in the second one only 7.2% of
the subjects have changed their status. The AUROC statistics are equal, respectively,
to 0.57 and 0.55. The information of the most predictive pages of change of status
can be particularly useful in order to target campaigns directly within these pages, so
to reach the target set with high probability of success. The low values of AUROC
statistics are due, probably, by the reduced sample size of these two models, which
require significantly larger sample sizes, but they can justify further studies and
investment in this project.

Table 3: Most predictive Facebook pages of Change of Status

NEET — Not-NEET (N=300, %  Not-NEET — NEET (N=1171, %
of Change of Status = 36.3%) of Change of Status = 7.2%)

Accessorize Italy Chi I’ha visto Rai Tre

Global Test Market Omino Bianco
H&M Patrick Dempsey
CESARE CREMONINI PayPal

11 Piccolo Principe Kiko Milano

Le frasi piu belle di Luciano Ligabue Universitari Esauriti

Starbucks Federica Panicucci official page
Radio Capital Perlana
Caparezza Eminem

Grey’s Anatomy Le frasi piu belle
Gli Autogol

Ficarra e Picone pagina ufficiale
Scontiebuoniacquisto.it

AUROC 0.57

0.55
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4 Conclusions

The study of the employment status change was conducted by two different
approaches. In the traditional one, by using two Logistic Regression Models to
determine the antecedents of the changes in the employment status (from NEET to
Not-NEET and vice versa) with the database of the “Rapporto Giovani”, it emerges
that a key determinant seems to be the education level of the respondents: more
educated individuals are more likely to exit from the NEET conditions. These results
support the importance of education in promoting the social mobility. Moreover, we
observe a relevant inverse result concerning the role of the life satisfaction index,
only in predicting the entrance to the NEET condition. The second approach is an
innovative one, by using social media data as predictors of the changes, with the
LikeYouth database, a new Facebook App. Since taking advantage of the Facebook
platform popularity, it can reach out to the population in need with relatively limited
economic and temporal requirements. The challenges emerging from this approach
are related to the engagement strategies. The analysis conducted by LikeYouth on
1,858 young people of the “Rapporto Giovani” panel gave comforting results, both
on the sample's representativeness and on the predictive and classifying performance
of modelling used on Social Media Data. This analysis also showed the passivity of
the young NEETs, which, compared to other peers, appear to be more passive, less
entrepreneurial and less oriented to cultural, educational and information interests.
However, especially in the males’ cohort, a part of young people visits pages related
to labour market and job search portals. Therefore, they begin to implement possible
strategies to get out of their status of inactivity. It is important overturning the vision
that society and politics often have on the digital social networking tool. They could
use as a sort of social activator. The extreme flexibility of social networks has to be
exploited in its full potential.
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Parenthood: an advanced step in the transition to
adulthood

Diventare genitori: una fase avanzata della transizione
allo stato adulto

Cinzia Castagnaro, Antonella Guarneri and Eleonora Meli

Abstract Parenthood constitutes a crucial stage and one of the most challenging
phases of the life cycle. Timing of the transition to adulthood has changed across
cohorts according to two different patterns, housing independence and family
formation. Postponement of childbearing appears a rational choice for women to
assure higher educational level and labour market participation, but it refers also to a
value and sociocultural change.

A remarkable postponement is taking place in Italy: TFR rapidly lowers as can be
seen by fertility trends in cohort analysis. By cohorts, the average number of children
per woman in Italy decreases: 2.5 in the early 1920s (mean age at childbearing 28.6
years), 2 of the post-war generations (mean age 27.0) and the estimate of 1.44 of the
1976s (mean age about 31). At the same time, the proportion of women without
children doubled from 1950 (11.1%) to 1976 (21.8%, estimate). Women without
children between 18 and 49 years are about 5.5 million, almost half of the women of
this age group.

The aim of this paper is to explore the transition to adulthood, analysing
reproductive behaviours. The approach adopted is by cohort parity. A special focus
is devoted to characterize childless people.

Abstract La genitorialita costituisce una tappa cruciale e una delle fasi piu
determinanti del ciclo di vita. Il momento in cui si realizza la transizione allo stato
adulto ha subito forti variazioni attraverso le generazioni considerando
distintamente due differenti aspetti, l'indipendenza abitativa e la formazione della
famiglia. La posticipazione della maternita appare come una scelta razionale per le
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donne per poter raggiungere un alto livello d’istruzione e una maggiore
partecipazione nel mercato del lavoro, ma si pud inserire anche in un pit ampio
cambiamento socioculturale e del sistema dei valori.

Contestualmente alla posticipazione della maternita, in Italia il tasso di fecondita
totale sta rapidamente diminuendo, cosi come visibile dall’analisi per coorte. 1l
numero medio di figli per donna € passato dai 2,5 delle donne nate nei primi anni
Venti (con un’eta media al parto pari a 28,6) ai 2 delle generazioni successive alla
seconda guerra mondiale (eta media al parto di 27 anni) per arrivare a 1,44 figli
per la generazione del 1976 (eta media di 31 anni). Allo stesso tempo la
proporzione di donne senza figli € raddoppiata dalla generazione del 1950 (11,1%)
a quella del 1976 (stimata pari a 21,8%). Le donne senza figli tra 18 e 49 anni sono
circa 5,5 milioni, quasi la meta delle donne di questa fascia di eta.

L’obiettivo del lavoro é esplorare la transizione allo stato adulto, analizzando i
comportamenti riproduttivi. L’approccio adottato é prevalentemente quello per
coorte e un’attenzione particolare sara dedicata alla caratterizzazione dei childless.

Key words: parenthood, cohort, postponement, childless

1 Introduction

Parenthood constitutes a crucial stage and one of the most challenging phases of the
life cycle.

Timing of the transition to adulthood has changed across cohorts according to
two different patterns, housing independence and family formation. The most recent
cohorts are characterized by increasing school leaving age and delayed entry into the
labour market and these delays show a strong effect in the postponement of the steps
towards family formation. Postponement of childbearing appears as a rational choice
to assure higher educational level (van de Kaa, 1987), labour market participation,
but it refers also to a change of values, as an issue linked to gender equity, housing
conditions and economic uncertainty.

Referring to childbearing, when a pronounced postponement is taking place, as it
is now happening in Italy, the average number of children per woman is rapidly
lowered. Because of the impact of changing in the timing of births, a clearer picture
of fertility emerges when analysing the cohort trends.

During the latest fifty years women enter in motherhood at increasingly later
ages. The delay in childbearing (Kohler, Billari, Ortega, 2002, Sobotka 2004) has an
effect for many women to remain childless, delay childbearing at ages when
women’s fecundity is already in decline (te Velde, Pearson, 2002, te Velde et al.,
2012).
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2 Aims, data and methods

The aim of this paper is to explore the transition to adulthood, analysing
reproductive behaviours. The approach adopted is by cohort parity. A special focus
is devoted to characterize childless people.

To describe the general Italian context about fertility most recent data on births
are considered. These individual data refer to all births enrolled in the Italian
resident population register; trough this register it’s possible to obtain information on
births according to a set of demographic variables about the newborn and their
parents. Moreover, to adopt a time series perspective it is worthwhile to analyse data
contained in the Italian Fertility Database (IFD), a database built and maintained by
the Italian Institute of Statistics (Istat). The IFD contains data on births of the
resident population since 1952 and it is updated each year with data drawn from
other Istat sources. Data are available at NUTS-2 level and by cohort of mothers (the
first complete cohort is referred to 1933). These data underwent several rounds of
adjustments, specific for different periods, which allowed reconstructing data by
birth order.

The cohort approach seems to be particularly suitable to describe differential
characteristics of women. The idea is to put in comparison some specific birth
cohorts to single out the different attitudes and the main effects of the timing-
quantum interaction.

Using data of the last Italian Multipurpose Household Survey “Families, social
subjects and life course” (FSS), carried out by Istat in 2016, it is possible to shed
light on reproductive behaviours and choices, considering the main individual socio-
demographic characteristics of people and the crucial steps of their life cycle.

In order to study the factors influencing these different paths and family
behaviours, the analysis draws differential profiles of childless and childfree people.

3 The cohort approach: timing and quantum

The decision of fulfilling the reproductive process is very important in the life
history of a parent, as it indicates a long-term project that involves not only the
parents but also their descendants. This decision arrives later and later in Italy
passing from one cohort to another. This postponement is clearly visible observing
the increase in mean age at first child and consequently at childbearing (Figure 1).

The general idea is to verify if the postponement lead to a recovery due to the most
recent cohorts compared to the older ones, as observed in some other countries (e.g.
Norway, Sweden or Western Europe countries). Theoretically the late-starters in
most recent cohorts could achieve slightly more children than the late starters in the
earlier cohorts (Berrington, Stone and Beaujouan, 2015). However this recovery
does not counterbalance, in the Italian case, the collapse in fertility affecting younger
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ages in most recent cohorts. Across generations to show a deep change it is not only
the timing but also the quantum.

Figure 1: Mean age at first child and mean age at childbearing by mothers’ cohort
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The average number of children per woman in Italy decreases and the mean age
at childbearing shows a U-shaped pattern: from 2.5 in the early 1920s cohort (mean
age at childbearing 28.6 years), to 2 of the post-war generations (mean age 27), to
the estimate of 1.44 of the 1976 cohort (mean age about 31).

A noticeable decrease in fertility necessarily entails profound modifications in
terms of composition of the offspring by birth order. The fertility rates referring to
the births of the first order have undergone a relatively limited variation, at least up
to the generations of women in the mid-1960s: from 0.89 first children for 1950
women to 0.87 for 1965 cohort. For younger cohorts, more evident changes are
observed. As a matter of fact, the proportion of women without children doubled
from 1950 (11.1%) to 1976 (21.8%, estimates).

The age profiles display a clear postponement attitude observing 1960 cohort and
particularly 1970 cohort (Figure 2).

Figure 2: Fertility rates at first child by mothers’ age and cohort
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The contribution of different cohorts led to only 464 thousand births estimated in
2017, over 22,000 less than 2015 and over 100,000 less than 2008 (commonly
considered as the first year of the economic crisis). Economic crisis reflected
significantly on family’s formation. A new phase of decrease in the birth rate that
started after 2008 shows a strong contraction of the first children, from 283.922 in
2008 to 227.412 in 2016.

The decline in births is partly due to the so-called "structural” effects induced by
significant changes in the female population in the fertile age, conventionally set
between 15 and 49 years. The effect of the age structure is responsible for almost
three quarters of the difference in births observed between 2008 and 2016. The
remaining share depends instead on the decrease in the propensity to have children
(from 1.45 children per woman at 1.34).

Women have accentuated the postponement of reproductive experience towards
advanced ages; compared to 1995, the year of minimum fertility (1.19 children on
average per woman), the mean age at childbearing increases by almost two years,
reaching 31.8 years; even the mean age at first child grows to 31 years in 2016
(almost three years more than in 1995).

The delay in childbearing is likely to be the cause for many women to remain
childless; as a matter of fact, the postponement at later ages may become a
renunciation in having children. As above mentioned, a part of childless women
chose childlessness, so it has to be considered on one hand as a personal preference,
and on the other hand motherhood postponement as a choice for career possibility or
other life goals (Blossfeld, Hiunink, 1991, Andersson 2000, Kneale, Joshi 2008). In
order to consider the personal choice in not having children, childlessness has to be
studied as childfree condition (Houseknecht, 1979).

4 To be childless or childfree: similarities and peculiarities

The consistent increase in the number of women without children for the younger
generations raises many questions about its interpretation and its impact on the future
evolution of fertility. Is this an increase due to difficulties in carrying out family
projects or adopting a different life model that does not envisage becoming a parent?
Using data from the Italian survey “Families, social subjects and life course” it is
possible to analyse childless women characteristics (Istat, 2017). Considering
women aged between 18 and 49, the childless women are about 5 and a half million
in 2016, 45.1% of the women of this age group. Considering men, almost 57.4% of
them are childless in the same age group (around 7 million) (Istat, 2017). The
younger they are the higher the proportion of people without children: over 55% of
people younger than 35 have no children, this proportion decreases first for women
(less than one to three is childless over 35 years old, while for men the same
proportion is reached over 45 years old).

Among childless people, about 534 thousand declared that having children does
not fit into their life project (equal to 2.2% of people 18-49 years old); for men the
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rate is higher than for women (2.5% vs 1.8%), especially in the 35-44 age group
(3.5% among men between 35 and 39 years and 2.9% of 40-44 year-olds). For
women the most high is between 40-44 year-olds (2.8% say they do not have and do
not want children) (Table 1).

These results show that the phenomenon of women (and couples) without
children by choice is very limited in our country and that, conversely, the increase in
the share of women without children are mostly due to obstacles to the
implementation of family projects; the effect of the postponement that can be
transformed into renunciation should not be overlooked with the approach of the
most advanced ages of women's reproductive life.

Table 1: Childless and childfree people by gender and age (per 100 people with the same characteristics)
- Year 2016

Gender Age groups Childless Childfree
Male 18-24 98.4 2.7
25-29 88.9 15
30-34 64.6 1.9
35-39 46.4 3.5
40-44 32.3 2.9
45-49 28.1 2.3
18-49 57.4 25
Female 18-24 93.3 1.9
25-29 73.9 1.6
30-34 46.8 1.3
35-39 27.6 14
40-44 242 2.8
45-49 19.8 1.6
18-49 45.1 1.8
All 18-24 95.9 2.3
25-29 81.7 1.6
30-34 55.5 1.6
35-39 371 2.4
40-44 28.2 2.8
45-49 24.0 2.0
18-49 51.3 2.2

Source: Istat

Analysing the individual characteristics, as well known people with higher
educational qualifications are less likely to have children (61.3% for males and
55.5% for females) compared to the lower educational level (49.4% for males and
34.0% for females). The highest quota of people that do not have parenthood in their
life project is among men and women with university qualifications.

Among unemployed people there is the highest share of childless (64.5%) and
childfree (3.2%). Reproductive projects of unemployed people change according to
gender showing opposite patterns: the highest quota of childfree is for men (5.0%)
whereas the lowest is for women (0.8%); in addition employed women register the
highest proportion of childfree (2.5%).
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The presence or absence of a partner has a significant impact on reproductive
choices. Being single makes more likely to be childless or childfree (respectively
86.7% and 3.8%) as well as having a partner with whom one is not cohabiting
(84.8% and 3.0%); these are all elements that characterize people who do not have
children and do not intend to have children, because they do not fit into their life
projects, to a greater extent if they are men.

Besides the sentimental situation, the role that these people play in their family
provides information on the relapse that the phase of the life cycle has on parental
planning. People living alone are less likely to be a parent or plan parenthood
(respectively 80.0% and 4.9%).

In a gender perspective, 77.9% of single men have no children and 5.5% do not
plan fatherhood, because the idea does not fit with their life’s plans. On the other
hand among women there are higher shares of childless for singles (83.5%) and
childfree when they do not have core relationship within a family (9.1% and 4.3% of
women in a couple without children).

5 Conclusion and future developments

The childless population shows a high degree of heterogeneity (Tocchioni,
2017). Only a part plans never to have children (Tanturri and Mencarini 2008), and
not all of them do not change idea across time (Moore, 2017).

To draw the profiles of different categories of people without children a logistic
model will be applied to estimate the probability to be childfree vs childless (not
childfree). The analysis will focus on women and men who are at least 35 years old
at the time of the interview, considering only people who had already ‘crossed’ their
most fecund period.

Main covariates to be included in the model are: socio-demographic
characteristics, type of couple, support networks, economic and health conditions.
An important covariate is the education level; as a matter of fact, education plays an
important role in the reproductive behaviour.

The phenomenon of postponement of childbirth is even more evident for mother
with a high educational level, thus causing an overlap or, sometimes, an inversion of
family making steps. These different paths to parenthood could be the focus of
further analyses exploiting FSS data 2016 edition.
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Improvements in Italian CPI/HICP deriving from
the use of scanner data

Alessandro Brunetti, Stefania Fatello, Federico Polidoro, Antonella Simone*

Abstract Scanner data are a crucial innovative “big data” source to estimate
inflation, providing several advantages that derive from the detailed information
available about sales and quantities at weekly frequency, GTIN by GTIN, outlet by
outlet throughout the entire national territory. In paragraph 1 the paper makes the
point about the state of play of the use of scanner data (introduced for grocery
products in Italian CPI/HICP in 2018) and evaluates the benefits in terms of
accuracy of inflation estimation coming from the improvement of the territorial
coverage. The data of a sample of more than 1,700 hyper and supermarkets, for
years 2017 and 2018, have been processed in order to calculate price indices
differentiated according to outlet location (inside and outside municipal borders of
the provincial chief towns) and price indices for the 80 provincial chief towns
previously involved, to be compared with the indices calculated for the entire Italian
territory (paragraph 2). The results in terms of improved accuracy are analyzed at
national and geographical area level (paragraph 3). Perspectives of Italian scanner
data project (brought forward by ISTAT) are finally sketched in paragraph 4.

Key words: Scanner data, inflation, accuracy, territorial coverage
1. The use of scanner data to estimate inflation in Italy: the state
of play

Starting from January 2018 ISTAT introduced scanner data of grocery products
(thus excluding fresh food) in the production process of estimation of inflation. This
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innovation concerns 79 aggregates of product belonging to 5 ECOICOP Divisions
(01, 02, 05, 09, 12).

Since the end of 2013 a stable cooperation was established among ISTAT,
Association of modern distribution, retail trade chains (RTCs) and Nielsen. Scanner
data of grocery products have been collected by ISTAT through Nielsen for years
2014, 2015 and 2016 for about 1400 outlets of the main six RTCs for 37 provinces.

Afterwards, in view of the inclusion of scanner data into price indices
calculations, a probabilistic design has been implemented for the selection of the
sample of outlets, for which Nielsen provided ISTAT from December 2016. Scanner
data for 1.781 outlets (510 hypermarkets and 1.271 supermarkets) of the main 16
RTCs covering the entire national territory are monthly collected by ISTAT on a
weekly basis at item code level. Outlets have been stratified according to provinces
(107), chains (16) and outlet-types (hypermarket, supermarket) for a total of 867
strata, taking into account only the strata with at least one outlet. Probabilities of
selection were assigned to each outlet based on the corresponding turnover value.
Table 1 shows the number of the strata, the number of the outlets and the coverage in
terms of turnover, at regional and national levels for years 2018. The coverage for
the year 2017 is slightly lower because a small RTC has been excluded from the
analysis.

Concerning the selection of the sample of items, a static approach that mimics
traditional price collection method has been adopted®. Specifically, a cut off sample
of barcodes (GTINs) has been selected within each outlet/aggregate of products
(covering 40% of turnover but selecting no more than the first 30 GTINSs in terms of
turnover). The products selected in December are kept fixed during the following
year. A “thank” of potentially replacing outlets (258) and GTINs (until a coverage of
60% of turnover within each outlet/aggregate) has been detected in order to better
manage the possible replacements during 2018.

About 1.370.000 price quotes are collected each week to estimate inflation. For
each GTIN, prices are calculated taking into account turnover and quantities (weekly
price=weekly turnover/weekly quantities). Monthly prices are calculated with
arithmetic mean of weekly prices weighted with quantities.

Scanner data indices of aggregate of products are calculated at outlet level as
unweighted Jevons index (geometric mean) of GTINs elementary indices. Provincial
scanner data indices of aggregate of products are calculated with weighted arithmetic
mean of outlet indices using sampling weights. Finally, for each aggregate of
products, scanner data indices and indices referred to other channels of retail trade
distribution are aggregated with weighted arithmetic mean using expenditure
weights.

To calculate weights for the integration of regional indices of modern and
traditional distribution at regional level, data are broken down using regional
estimates from National Account (at ECOICOP sub-class level), regional

! The static approach to sampling is discussed in EUROSTAT [2017].
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expenditure by type of distribution from Ministry of Economic Development and
qualitative information on the shopping habits of consumers coming from HBS.

Table 1: Sample size: number of strata, number of outlets and coverage in terms of turnover -Year 2018
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2. The improvements of the territorial coverage of indices and its
effect on the accuracy of inflation estimates

Scanner data allow calculating the indexes for the entire national territory using
data from outlets of all Italian provinces and located both in the municipal area and
outside. With the aim of evaluating the benefits in terms of accuracy of inflation
estimation coming from the improvement of the coverage in territorial terms, price
indices are calculated by taking into account the outlet location (i.e. inside municipal
area of the provincial chief towns: HICP SD MA) and by distinguishing the 80
provincial chief towns previously involved in the consumer price survey from the
rest of the provinces whose data now are made available by scanner data (HICP SD
80P).

Table 2 shows the number of outlets used for the calculation of the different
indices at national and macro-regional level for years 2018.

Table 2: Number of outlets at national and macro-regional level — Year 2018

Macroregion All outlets Outlets in 80 provinces Outlets in municipal area

N° outlets % outlets N° outlets % outlets N° outlets % outlets

North 942 52,9 857 58,8 304 50,6
Centre 363 20,4 286 19,6 133 22,1
South 476 26,7 315 21,6 164 27,3
Italy 1781 100,0 1458 100,0 601 100,0

In order to point out the methodology used for this analysis, it is necessary to
start with a short description of the procedure for the aggregation of indices”.

! For a detailed description of the procedures adopted by Istat for the calculation of the consumer price
indices, see ISTAT [2012].
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Let us introduce the following symbols®:

n denotes the n-th product aggregate? (n=1,...,N);
g denotes the g-th region (g=1,...,G=20);

j denotes the j-th province (j=1,...,J(r));

h denotes the h-th outlet (h=1,...,H(j)).

Let:

Prgs = Z Wigin " Prgin N
be the provincial index of the product aggregate n;

hEj
Bog = E Wngj " Py j be the regional index of the product aggregate n;
Jcg
Fn = E I,W?LF “Fag be the national index of the product aggregate n;
g
P = Z"‘f’n " By be the general index at the national level.
T
where:
W = ‘mngik o ®mgg 0 _ _®mg €n
ngih — P Yagg T o Wmg T rW, =
YinejCngin . jegCnai Yrtng " Xnen

and “rgih is the expenditure estimate for product aggregate n in the outlet h of
province j in region g°.

For the scope of the present analysis, the general index P is to be compared with the
index £ which is calculated using:

e Transaction prices of the outlets (h”) situated inside municipal borders of
the provincial chief towns (HICP SD MA);

e Transaction prices of the outlets of the 80 provincial chief towns previously
involved in the consumer price survey (HICP SD 80P).

Concerning the first case, the general index P can be usefully expressed as the
weighted arithmetic mean of provincial product aggregate indices:

P—Z i .p. —Zn P
r‘-l ann nj nj nj

nj

1 The notation used is adapted from that one suggested in Biggeri L., Giommi A. [1987].
2 product aggregates indices are indices calculated at the lower level of aggregation of product-offers.

3 Engjin incorporates the sampling coefficient attached to the outlet h.
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Accordingly, the impact of the improvement of territorial coverage is calculated as
follows:

P-F :Z'Hr!_i"{*pr!j _Pﬂi’!_i'::l

nj

where:
Enj i

Poi = D 5o B
frg hrEf Fnjike

The impact can also be decomposed as suggested in Biggeri L., Brunetti A. e Laureti
T. [2008]. By indicating with k the product & -, with &; the difference between

sub-indices {PHJ PﬂJ } with St and 58, the standard deV|at|0ns of my; arld njy
with B the linear correlation coefficient between w,,; and &, :, with &,; the

Tp jelr j i L d
arithmetic mean of &,,;, we have:

P—F=k-s. +s; "R

j T ji "-‘r'_l + ﬁﬂ.i.

As for the second case, it is convenient to express the general index P as the
weighted arithmetic mean of regional product aggregate indices:

P = ZE e, r-g Zﬂrr‘g *F;!g

Consequently, it is possible to write:

P-P :Z'Hi’!g":g!g_ﬁng]

ng

ngJ .
E V.f-'J"

'Eq ngJ

where:

and, with similar notation:

P—-FP= k'szﬂg 'SEES IR-Tr:,g-E‘r:g +'5i'!g

3. Results

By comparing indices calculated on the whole national territory and the
corresponding indicators compiled taking into account only the outlets in the
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municipal area of the provinces (figure 1) moderate differences emerge in the first
months of 2017 and 2018 and in the middle of the first year. However, when the
geographical breakdown is considered, the divergences tend to be relatively larger
and persistent, especially in the South of Italy (islands included) (table 3). For
example, the difference of the indices, calculated on March 2018, shows that the
HICP SD MA index of the South is about 0.3 percentage points below the
corresponding HICP SD index, while it is 0.24 in the North and 0.15 in the Centre).
The main factors explaining this divergence seem to be the relatively higher value of
the standard deviation of the differences of sub-indices and the relatively high value
of the linear correlation coefficient R:nJ-.E.:J- (higher differences in the level of sub-

indices tend to have higher weights).

Figure 1: Comparison between HICP SD and HICP SD MA - Years 2017-2018
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Table 3: Decomposition of the difference between HICP SD and HICP SD MA. March 2018.

Italy North Centre South

K 8.368 3.713 1.738 2.917
S, 0,0002 0,0004 0,0012 0,0005
SE; 3,3349 2,9171 2,8525 4,0235
R b 0,0139 -0,0088 0,0082 0,0460
Gy j

' 0,1522 0,2732 0,1046 0,0267
HICP SD 100,6830 100,2363 101,2078 101,2760
HICP SD MA 100,4517 100,0011 101,0555 100,9741
HICP SD - HICP SD MA 0,2314 0,2352 0,1523 0,3019
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Regarding the comparison between HICP SD and HICP SD 80P, major
divergences tend to be concentrated in the South of Italy (figure 2) as well. This
result reflects the fact that the share of provinces participating to the survey before
the introduction of scanner data, in this part of the country, was relatively low as
compare to the North and the Centre.

Figure 2: Comparison between HICP SD and HICP SD 80P - Years 2017-2018
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Generally speaking, for what concerns modern retail trade distribution and
comparing indices compiled from scanner data source in a time span of 16 months,
the improvement in terms of accuracy coming from the coverage of the entire
provincial territories are limited to three months at national level with a maximum of
three decimal points of differences between grocery index calculated inside the
municipal borders and that one compiled with the outlets of the entire municipal
areas. For the South the differences between the two indices are more frequent and
wider along the time span considered. In all the cases, the level of the indices
referred to the entire provincial areas are slightly higher than those ones compiled
just within the municipal borders.

If we consider the grocery index compiled taking into consideration the outlets of
the 80 provinces that were involved in 2017 in the territorial data collection, the
comparison with the grocery index calculated from the data of all the 107 Italian
provinces, shows just some local differences (in the South and in the Centre of Italy)
but without important consequences in the estimation of the grocery index at national
level.
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4. Next steps in the development of the ISTAT project on scanner
data

Scanner data project (brought forward by ISTAT) is still on the way and it is
possible to sketch some further steps.

The first one is the adoption of the so called dynamic approach (abandoning the
static one) to the selection of the elementary items (GTINS) to be considered for the
compilation of indices. It should be implemented starting from January 2019 and it
means the use of all the elementary price quotes of all the GTINs sold monthly in the
sample of outlets selected. Next months of 2018 will be dedicated to solve the main
crucial issues in sight of this next step, starting from that regarding relaunches and IT
environment and procedures. Dynamic approach is the choice towards other National
Statistical issues at European level are converging and could represent a further
improvement in the accuracy of Italian CPI/HICP.

The following steps concern the extension of the use of scanner data to other
retail trade channels (discount, outlets with surface between 100 and 400 square
meters) and other goods such as fresh products with variable weight and no grocery
products.

Toward these aims the role of the collaboration with the modern distribution and
the representative association (Association of Modern Distribution, ADM) keeps its
crucial importance.

References

Biggeri L., Brunetti A. e Laureti T. (2008), “The interpretation of the divergences between
CPIs at territorial level: Evidence from Italy”, Invited paper presented at the Joint
UNECE/ILO meeting on Consumer Price Indices, May 8-9, Geneva., Proceedings UNECE,
Geneva.

Biggeri L., Giommi A. [1987], “On the accuracy and precision of the consumer price indices.
Methods and applications to evaluate the influence of the sampling of households”,
Proceedings of the 46™ Session of the ISI (International Statistical Institute). Book 2, Tokyo,
134-157.

EUROSTAT [2017], Pratical Guide for Processing Supermarket Scanner Data, available on
EUROSTAT website (https://circabc.europa.eu).

ISTAT [2012], Indici dei prezzi al consumo: aspetti generali e metodologia di rilevazione,
available on ISTAT website (https://www.istat.it/it/files/2013/04/Indice-dei-prezzi-al-
consumo.pdf).




Big data and spatial price comparisons of
consumer prices
Big data e confronti spaziali dei prezzi al consumo

Tiziana Laureti and Federico Polidoro

Abstract An accurate measurement of price level differences across regions within a
country is essential for assessing inequality in the distribution of real incomes and
consumption expenditures. However, systematic attempts to compile sub-national
Purchasing Power Parities (PPPs) on a regular basis have been hampered by the
labour-intensive analyses required in processing traditional price data. The
increasing availability of big data may change the current approach for estimating
sub-national PPPs, although only for household consumption expenditures. This
paper estimates spatial price indexes using a scanner dataset set up for experimental
CPI computations in 2017 and includes information on prices, quantities and quality
characteristics of products at barcode level. Our dataset refers to grocery products
sold in a random sample of approximately 1,800 outlets across Italy belonging to the
most important retail chains (95% of modern retail trade distribution), covering
55.4% of total retail trade distribution for this product category. We use various
weighted index formulas for calculating consumption sub-national PPPs at detailed
territorial level and at the lowest aggregate level at which no quantity or expenditure
weights are usually available. Finally we report preliminary estimates of between-
regional spatial price indexes for specific product groups and for Food and Non-
Food consumption aggregates.

Riassunto: Misurare i differenziali di prezzo tra le regioni di un Paese é
fondamentale per analizzare la disuguaglianza nella distribuzione dei redditi e dei
consumi. Tuttavia, la produzione regolare di Parita del Potere di Acquisto (PPA) a
livello sub-nazionale é stata ostacolata dalle difficolta di utilizzare dati da fonti
tradizionali. La crescente disponibilita di big data potrebbe cambiare I'attuale
approccio per la stima delle PPA infra-nazionali sebbene solo in riferimento ai
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consumi delle famiglie. Il lavoro presenta stime preliminari di indici spaziali
regionali utilizzando un dataset di dati scanner costruito per la stima sperimentale
degli IPC e include informazioni su prezzi, quantita e caratteristiche dei prodotti a
livello di codice a barre per il 2017. Il dataset si riferisce ai prodotti grocery
venduti in un campione di circa 1,800 negozi in ltalia rappresentativo delle piu
importanti catene di vendita (95% del fatturato totale della distribuzione moderna e
55,4% del commercio al dettaglio totale di questi prodotti). Si utilizzano diversi
metodi con strutture di ponderazione per il calcolo delle PPA infra-nazionali al
livello piu disaggregato, dove solitamente non sono disponibili informazioni su
quantita e spese. Si riportano stime preliminari degli indici spaziali regionali per
specifici gruppi di prodotti e per gli aggregati di consumo alimentari e non
alimentari.

Key words: regional price levels, spatial price indexes, sub-national PPPs

1 Introduction

An accurate measurement of price level differences across regions within a
country is essential in order to better assess regional disparities, thus enabling policy
makers to adequately identify and address areas of intervention. Regional values of
economic indicators such as Gross Domestic Product (GDP), income and poverty
levels, should be adjusted for regional price differences, following the same logic
according to which the economic well-being of different countries is compared by
taking into account international purchasing power parities (PPPS).

At international level, PPPs for countries are compiled by the International
Comparison Program (ICP), administered by the World Bank with the collaboration
of the OECD, EUROSTAT and other organizations (World Bank, 2013).

Though not as widespread as international comparisons of prices through ICP,
there have been research projects and studies on the compilation of spatial price
indexes, also referred to as sub-national purchasing power parities, carried out by
NSOs and individual researchers in various countries including USA, Brazil, India,
Indonesia, China, Italy, Australia, New Zealand and the United Kingdom (Biggeri et
al, 2017; Laureti and Rao, 2018).

The Italian National Institute of Statistics (Istat) is one of the few National
Statistical Offices (NSOs) that carried out official experimental sub-national PPPs
computations by using price data from Consumer Price Indexes (CPIs) and ad-hoc
surveys and focusing on comparing consumer prices across the 20 Italian regions.
Significant price differences emerged in 2010 and in 2008, which encouraged Istat to
confirm the project for producing sub-national PPPs on a regular basis (Biggeri et
al., 2017). However, systematic attempts to compile sub-national PPPs on a regular
basis have been hampered by the labour-intensive analyses required for processing
traditional price data, i.e. data used for CPls, and by the cost involved for carrying
out ad-hoc surveys for collecting price data. In this context, the use of big data is
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both a challenge and a possible solution to more than one difficulty NSOs face when
constructing spatial price comparisons worldwide. A range of alternative sources,
including scanner data, information obtained from administrative sources or by
adopting web-scraping techniques must be investigated for making both temporal
and spatial price comparisons. Since the primary use of scanner data is not to
measure temporal and spatial price differences, methodological and empirical issues
regarding scanner data quality, such as under-coverage for missing outlet types (i.e.
hard discount) and products (i.e. perishables and seasonal products) and over-
coverage (i.e. business expenditure) should be solved by price statisticians. It is
worth noting that, in order to produce sub-national PPPs for the entire household
consumption expenditure, other sources should be considered in addition to scanner
data.

By focusing on grocery products (for which retail scanner data are currently
available), it may be fruitful to use the itemized information contained in scanner
data (turnover and quantities for each well-specified item code) in order to compile
weighted spatial price indexes at detailed territorial level. When reviewing
international practices, it is important to note that even if a fifth of EU countries have
been using scanner data for compiling CPIs using different methods, as yet few
studies have explored the use of new data sources for compiling spatial indexes
(Laureti and Polidoro, 2017). Within the European Multipurpose Price Statistics
project, Istat has recently introduced scanner data in the official CPl computation
and has been exploring the possibility of using them for compiling sub-national
PPPs.

The aim of this paper is to estimate household consumption sub-national PPPs
for Italy in 2017 by using a scanner dataset constructed for experimental CPI
computation after having carried out data cleaning and trimming outliers processes.
This data set refers to a random sample of approximately 1,800 hypermarkets (more
than 500) and supermarkets (almost 1,300), concerning the grocery products sold in
the most important retail chains (95% of modern retail chain distribution that covers
55.4% of total retail trade distribution for this category of products). Since data are
available for the 107 lItalian provinces we estimate within-regional and between-
regional spatial price indexes for the food and non-food consumption aggregates
included in the scanner dataset.

2 Scanner data and spatial price comparisons in Italy

The first and a fairly critical step when compiling household consumption sub-
national PPPs is to prepare a long list of goods and services that will be priced in the
regions involved in spatial price comparisons. The list used in price comparisons
needs to meet and balance the requirements of comparability and representativity.
Comparability means that identical products of the same or similar quality should be
priced across all the regions so that the PPPs based on these data solely reflect price
level differences. Representativity is a concept associated with the relative
“importance” of individual products within a group of similar products (called Basic
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Heading, BH?Y): ideally, a product’s importance should be determined using
information on expenditure.

In this paper we refer to a list of products derived from the dataset described
above, that specifically covers 54 grocery product aggregates, belonging to five
divisions of the ECOICOP (01, 02, 05, 09, 12). Annual provincial average prices for
each item were used which were obtained by aggregating the weekly prices of each
GTIN code sold in the supermarkets and hypermarkets of 16 modern distribution
chains located in the 107 Italian provinces using turnover weights, thus obtaining a
total of 487,094 different products (GTINS).

The identification of the items is based on barcodes (GTINS), which univocally
classify the products across the entire national territory. In each outlet
(approximately 1,800), items were selected in order to cover up to 60% of the total
turnover of the product aggregate. It is worth noting that perishables and seasonal
products such as vegetables, fruit and meat were excluded from the scanner data
because these products are sold at price per quantity and are not pre-packaged with
GTIN codes.

Although this dataset was constructed for CPI compilation, it can also be used for
making spatial price comparison among Italian regions bearing in mind that only the
best selling products, which are typically consumed in each Italian province and
region, may have be included according to the CPI selection procedure. Therefore
these products may not be strictly comparable across different provinces and regions.
It is useful to note that not all of the listed products must be priced in all of the
regions. However, reliable regional price comparisons can be made as long as there
is reasonable overlap in the items priced in different regions. We checked this
requirement by verifying if product overlaps exhibit a chain structure.

3 Methods

In order to estimate regional spatial indices for products sold in modern
distribution chains by using data for the 107 Italian provinces, a two-step procedure
similar to the one used in the ICP was adopted whereby provinces are grouped into
regions (World Bank, 2013). In the first step, within-regional PPPs are computed by
comparing price and quantity data referring to products sold in the various provinces
within each region while in the second step, between-regional PPPs are obtained for
each region by using deflated price data for each province.

Moreover, as in international practice, sub-national PPP compilation is
undertaken at two levels, viz., at BH level and at a more aggregated level (Food and
Non-Food products). The methods selected for making multilateral comparisons is
based on several axiomatic properties, including two basic properties: transitivity
and base region invariance. Transitivity simply means that the PPP between any two
regions should be the same whether it is computed directly or indirectly through a

1 The smallest level of aggregation at which expenditure data are available are known in ICP parlance as
basic headings. Although scanner data include expenditure data at item level, we still use the term “basic
heading” to indicate a group of similar products which corresponds to a sub-class in the COICOP.
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third region. The second requirement is that the PPPs be base region-invariant,
which means that the PPPs between any two regions should be the same regardless
of the choice of base region.

Aggregation methods at BH level

First step: within-regional PPPs

Let us assume that we are attempting to make a spatial comparison of prices
between R regions, »=1,...,R, with Mr provinces in each region r. In the first stage
of aggregation of price data at item level, which leads to price comparisons at BH
level, p, and g represent price and quantity of i-th item in j-th province and in r-
thregion (i=1,2,..,N; j=12,..,M;r=1...,R).

In order to compute within-regional PPPs, we explored using different methods?,
however, due to lack of space, we only illustrate the Region-product-dummy (RPD)
method which was also used to compute between-regional PPPs. All methods are
implemented using R. If product overlaps exhibit a chain structure thus the RPD
method exhibits some aspects of spatial chaining.

The RPD is the regional version of the country-product-dummy (CPD) method
used in international comparisons. This method suggests that price levels are
estimated by regressing logarithms of prices on provinces for each province and
product dummy variables; the model is given for each BH by:

In p;, =INPPP, +In P, +Inuy,

)

=7y 17+ Ve

Mr . .
=) 7D’ JFZN:’%DI igr
) i=1

where D’ is a provincial-dummy variable that takes value equal to 1 if the price
observation is from j-th province in the r-th region; and D' is a i-dummy variable
that takes value equal to 1 if the price observation is for i-th commodity. The random
disturbance is assumed to satisfy the standard assumptions of a multiple regression
model. In order to estimate parameters of this model we impose normalization
%ﬂj o thus treating all regions in a symmetric manner. If % (j=12..,M,) are
j=1

estimated parameters, the within-regional PPP for the province j in region r is given
by WR _PPP, —¢" . The RPD method based price comparisons are transitive and

base-invariant. With the aim of taking into account the economic importance
(representativity) of each product expressed by expenditure weights wi based on
turnover we used a weighted RPD model:

Sy npy =37, Jay D 30 O+ fay, @)
=1 i=1

Second step: between-regional PPPs

1 We used various spatial index formulae, including Fisher based GEKS, Geary-Khamis and CPD
(World Bank, 2013; Laureti and Rao, 2018). We found interesting results which suggest a high
variability of prices within various regions. However, they cannot be reported here due to lack of space.
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In order to use provincial prices adjusted for differences among provinces within
the r-th region item prices in all the provinces of region r are converted by using:

o ——Pw 3)
" “WR_PPP,

The deflated prices (in log form) were used for estimating a weighted RPD model

with regional dummies and weights defined by deflated expenditure for each item in
the r-th region.

R N )
\/erln Py = ;”k\/erDk +iz—4:77i \/erDI +\/ervijr (4)

The between-regional PPP for the region r is given byR _ PPP, =e™ and transitive

price comparisons based on RPD method are given by:

PP _ ) forall rk=12,...R (5)

exp(2,)

Aggregation method for aggregation above basic heading level

The next and final step for compiling regional price comparisons is to aggregate
the results from BH level comparisons to higher level aggregates. Let us assume that
there are L basic headings (/=/,...,L) and ¢ expenditure for i-th BH in region r. We

decided to use the Fisher price index since it has a range of axiomatic and economic
theoretic properties. The Fisher index is given by:

Pr Eisher — \/ Prll:aspeyres . Pr IE’aasche (6)

where
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As the Fisher binary index in (6) is not transitive, it is possible to use the procedure
suggested by Gini (1931), Elteto and Koves (1964) and Szulc (1964) referred to as
the GEKS index to generate transitive multilateral price comparisons across different

regions. The resulting index is given by:
1/R

R
GEKS-—Fisher __ Fisher Fisher
Py =[ I[P P ] )
r=1

The GEKS-Fisher based formula is used in cross-country comparisons made within
the ICP at the World Bank (2015) and the OECD-Eurostat comparisons. In order to
obtain a set of R_PPPs that refer to the group of regions (ltaly) we standardized the
GEKS-Fisher based PPPs (S-GEKS).
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4 Results

In order to compute within and between regional spatial price indexes, we ran
weighted RPD for all available BHs in scanner data (L=54) using expenditure
weights defined by turnover. We then aggregated the results from BH level
comparisons to higher level aggregates, i.e. food and non-food products both for
within and between-regional PPPs. All results obtained cannot be reported, therefore
Tablel illustrates RPPP for 2 BHs while Figure 1 shows aggregated RPPPs.

Table 1: WRPD estimation results for “Pasta products” and “Non-electrical appliances” Lazio=100

Pasta Products (BH1) Non-electrical appliances (BH2)
Region Coef. std.error p-value  RPPPs Coef. std.error p-value  RPPPs
North-Center
PIEMONTE 0.0187 0.0039 0.000  101.89 -0.0806 0.0079 0.000 92.26
VALLE D’AOSTA 0.0526 0.0039 0.000 105.41 0.0305 0.0081 0.000 103.10
LIGURIA 0.0482 0.0044 0.000  104.94 -0.0269 0.0079 0.001 97.35
LOMBARDIA 0.0264 0.0038 0.000 102.67 -0.0509 0.0079 0.000 95.04
TRENTINO A A. 0.0716 0.0039 0.000  107.42 0.0051 0.0080 0.523  100.51
VENETO 0.0347 0.0038 0.000 103.53 -0.0309 0.0079 0.000 96.96
FRIULI V.G. 0.0435 0.0038 0.000  104.45 -0.0285 0.0079 0.000 97.19
EMILIA-ROMAGNA 0.0227 0.0041 0.000 102.30 -0.0580 0.0079 0.000 94.37
TOSCANA -0.0050 0.0039 0.201 99.50 -0.1294 0.0079 0.000 87.86
UMBRIA -0.0094 0.0039 0.015 99.06 -0.0185 0.0079 0.019 98.17
MARCHE 0.0557 0.0041 0.000  105.73 0.0077 0.0079 0.327  100.77
South and Islands
ABRUZZO 0.0561 0.0040 0.000 105.77 -0.0163 0.0079 0.039 98.38
MOLISE 0.0471 0.0041 0.000  104.82 0.0142 0.0080 0.076  101.43
CAMPANIA -0.0097 0.0040 0.014 99.04 0.0167 0.0079 0.035 101.69
PUGLIA -0.0388 0.0040 0.000 96.20 -0.0267 0.0079 0.001 97.37
BASILICATA -0.0410 0.0040 0.000 95.98 0.0021 0.0080 0.791 100.21
CALABRIA -0.0286 0.0040 0.000 97.18 0.0087 0.0080 0.275  100.87
SICILIA -0.0598 0.0044 0.000 94.19 0.0667 0.0080 0.000 106.89
SARDEGNA 0.0336 0.0046 0.000  103.41 -0.0266 0.0079 0.001 97.37
Obs. 18,007 3,453
Root MSE 0.09538 0.10105
AIC -19261.88 -4447.601

Regional spatial price indexes for two specific groups of products, that is ‘“Pasta
products” (BH1), which belongs to the aggregate Food products, and “Non-electrical
appliances” (BH2, e.g. razors, scissors, hairbrushes, toothbrushes, etc.) included in
the Non-Food aggregate, confirm large differences in price levels among Italian
regions even if BH2 shows a higher territorial heterogeneity than BH1 (range is
equal to 19.03 and 13.23 respectively). In the case of BH1, 5 regions located in the
South and Islands (out of 8) and 2 Northern- Central regions (out of 11) show lower
prices than Lazio while for BH2 higher price indexes are observed in 3 Southern
regions and 8 regions in Northern and Central Italy. This different territorial pattern
of consumption spatial price indexes is not confirmed when aggregated regional
PPPs are computed for Food and Non-food products (Italy=100).

As shown in Figure 1, Southern regions appear to have price levels that are
below the national average both for Food and Non-Food products, with the
exception of Abruzzo (101.90 and 101.33, respectively), Molise (102.90 and
101.24) and Sardegna (101.93 and 101.57). However, it is worth noting that some
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Northern regions also show lower price levels than the national average, such as
Emilia-Romagna (98.31 and 98.40), Veneto (99.09 and 98.48) and Piemonte for
Food products (99.80). On average, Toscana proved to be the less expensive region
for both product aggregates (96.24 and 95.17). These results seem to suggest that
when considering the retail modern distribution, the expected relationship in terms of
price levels between the North and South of Italy partially changes (for “Pasta
products” locally made goods could play a key role for maintaining the traditional
price differences) and propose an interesting line for future research on the influence
of the various distribution channels when defining sub-national PPPs. Caution is
required when interpreting these results since: a) they may be influenced by the
characteristics of the modern retail trade which is not uniformly distributed across
Italian territory in terms of types of retail chains and market share; b) we excluded
two groups of products “Whole Milk” and “Low-Fat Milk” since there were no
reliable overlaps among regions enablig spatial price comparisons; c¢) these results
are based on data selected for CPI compilation and hard discounts are excluded.

FOOD PRODUCTS NON-FOOD PRODUCTS
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Figure 1: Between-regional PPPs for Food and Non Food products (Italy=100)
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Dynamic component models for forecasting
trading volumes

Modelli dinamici a componenti per la previsione dei
volumi

Antonio Naimoli and Giuseppe Storti

Abstract We propose a new class of models for high-frequency trading volumes.
Namely we consider a component model where the long-run dynamics are based
on a Heterogeneous MIDAS polynomial structure based on an additive cascade of
MIDAS filters moving at different frequencies. The merits of the proposed approach
are illustrated by means of an application to three stocks traded on the XETRA
market characterised by different degrees of liquidity.

Abstract Viene proposta una nuova classe di modelli per volumi azionari ad alta
frequenza. In particolare viene proposto un modello a componenti dove le di-
namiche di lungo periodo sono basate su una struttura polinomiale di tipo MI-
DAS costituita da una cascata additiva di filtri MIDAS che si muovono a diverse
frequenze. I vantaggi dell’ approccio proposto vengono illustrati attraverso una ap-
plicazione a tre azioni contrattate sul mercato XETRA e caratterizzate da diversi
livelli di liquidita.

Key words: Intra-daily volume, component models, forecasting.

1 Introduction

Aim of this paper is to propose a novel dynamic component model for high-
frequency trading volumes and assess its effectiveness for trading by means of
an out-of-sample forecasting exercise. Volumes are indeed a crucial ingredient for
the implementation of volume-weighted average price (VWAP) trading strategies.
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VWAP is one of the most common benchmarks used by institutional investors for
judging the execution quality of individual stocks. The VWAP of a stock over a
particular time horizon (usually one day) is simply given by the total traded value
divided by the total traded volume during that period, i.e. the price of each trans-
action is weighted by the corresponding traded volume. The aim of using a VWAP
trading target is to minimize the price impact of a given order by slicing it into smal-
ler transaction sizes, reducing, in this way, the difference between expected price of
a trade and its actual traded price. Investors, spreading the timing of transactions
throughout the day, seek to achieve an average execution price as close as possible
to the VWAP in order to lower market impact costs. Therefore, in this context, the
key for a good strategy relies on accurate predictions of intra-daily volumes, since
prices are substantially unpredictable.

The proposed specification, called the Heterogeneous MIDAS Component Mul-
tiplicative Error Model (H-MIDAS-CMEM), falls within the class of component
MEM models as discussed in Brownlees et al. (2011). The most notable differences
with respect to the latter are in the specification of the long-run component that is
now modelled as an additive cascade of MIDAS filters moving at different frequen-
cies from which the heterogeneous quality of the model comes. This specification is
motivated by the empirical regularities arising from the analysis of high-frequency
time series of trading volumes. After accounting for intra-day seasonality, treated
employing a Fourier Flexible Form, these are typically characterised by two prom-
inent and related features: a slowly moving long-run level and a highly persistent
autocorrelation structure. In our model, these features are accounted by the hetero-
geneous MIDAS specification of the long-run component. Residual short term auto-
correlation is then explained by an intra-daily non-periodic component that follows
a unit mean reverting GARCH-type process. In addition, from an economic point
of view, the cascade structure of the long-run component reproduces the natural
heterogeneity of financial markets characterised by different categories of agents
operating in the market at different frequencies. This results in a variety of sources
separately affecting the variation of the average volume at different speeds. On a
statistical ground, the cascade structure has the advantage of increasing model’s
flexibility since it allows to separately parametrize the dynamic contribution of each
of these sources.

The estimation of model parameters is performed by the method of maximum
likelihood under the assumption that the innovations are distributed according to
the Zero-Augmented Generalized F (ZAF) distribution by Hautsch et al. (2014).
The reason for this choice is twofold. First, it delivers a flexible probabilistic model
for the conditional distribution of volumes. Second, it allows to control for the rel-
evant proportion of zeros present in our data. In order to assess the relative merits
of the proposed approach we have performed a forecasting exercise considering
high-frequency trading volume for three stocks traded on the Xetra Market in the
German Stock Exchange. The stocks have been selected to reflect different liquidity
conditions as measured in terms of the number of non trading intra-daily intervals.

Our results show that the H-MIDAS-CMEM model is able to explain the the
salient empirical features of the dynamics of high-frequency volumes. Also, we find
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that the H-MIDAS-CMEM is able to outperform its main competitors in terms of the
usual Mean Squared Error and of the Slicing loss function proposed by Brownlees
etal. (2011). Assessing the significance of differences in the predictive performance
of models by the Model Confidence Set (MCS) of Hansen et al. (2011), it turns out
that the H-MIDAS-CMEM is the only model always included in the set of superior
models at different confidence levels.

In the reminder of the paper section 2 describes the proposed H-MIDAS-CMEM
model defining its components as intra-daily periodic (subsection 2.1), intra-daily
dynamic non-periodic (subsection 2.2) and long-run (subsection 2.3), respectively,
while section 3 is dedicated to the out-of-sample forecasting exercise.

2 Model formulation

Let {x;;} be a time series of intra-daily trading volumes. We denote days by ¢ €
{1,...,T}, where each day is divided into I equally spaced intervals indexed by
i € {1,...,I}, then the total number of observations is given by N =T x I.

The empirical regularities of high persistence and clustering of trading activity
characterising intra-daily volumes lead us to build a Multiplicative Error Model
consisting of multiple components that move at different frequencies. Extending the
logic of the Component Multiplicative Error Model (CMEM) by Brownlees et al.
(2011) and MIDAS regression models, we propose the H-MIDAS-CMEM which is
formulated as

Xt = T 81,i Pi &.i- ey

The multiplicative innovation term & ; is assumed to be conditionally i.i.d., non-
negative and to have unit mean and constant variance 6, i.e. & ;|- % ;- 1~2*(1,06?),
where .%; ;_ is the sigma-field generated by the available information until interval
i— 1 of day . Then, the expectation of x; ;, given the information set .%; ;_i, is the
product of three components characterised by a different dynamic structure. In par-
ticular, ¢; is an intra-daily periodic component parametrized by a Fourier Flexible
Form, which reproduces the approximately U-shaped intra-daily seasonal pattern
typically characterising trading activity. The g; ; component represents an intra-daily
dynamic non-periodic component, based on a unit mean reverting GARCH-type
process, that reproduces autocorrelated and persistent movements around the cur-
rent long-run level. Finally, 7; is a lower frequency component given by the sum
of MIDAS filters moving at different frequencies. This component is designed to
track the dynamics of the long-run level of trading volumes. Furthermore, the use
of a time-varying intercept allows to reproduce sudden switches from very low to
high trading intensity periods that typically occur in time series of high-frequency
trading volumes. The structure of these components is described in more detail in
the remainder of this section.
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2.1 Intra-daily periodic component

Intra-daily volumes usually exhibit a U-shaped daily seasonal pattern, i.e. the trad-
ing activity is higher at the beginning and at the end of the day than around lunch
time. To account for the periodic intraday factor we divide volumes x; ; by a seasonal
component ¢; that is specified via a Fourier Flexible Form as proposed by Gallant
(1981)

o P
¢ = Z apq17+ Z lacpcos(2rpt) +aspsin(2p)] 2)
q=0 p=1
where 1 = i/I € (0,1] is a normalized intraday time trend.

Andersen et al. (2000) suggest that the Fourier terms in (2) do not add any sig-
nificant information for Q > 2 and P > 6, so the model precision by using Q =2
and P = 6 is enough to capture the behaviour of the intra-day periodicities.! Thus,
assuming a multiplicative impact of intra-day periodicity effects, diurnally adjusted
trading volumes are computed as

Vei=Xti/ i 3)

2.2 Intra-daily dynamic non-periodic component

The intra-daily non-periodic component, unlike the seasonal component, takes dis-
tinctive and non-regular dynamics. In order to make the model identifiable, as in
Engle et al. (2013), the intra-daily dynamic component follows a unit mean revert-
ing GARCH-type process, namely g, ; has unconditional expectation equal to 1.
Then, the short-run component, in its simplest form, is formulated as
Yei—1
gi=0"+oy t;i + ool (yri-1 =0)+ Bigri-1, 4)
t

where 0* = (1—oy — (1 —7)ap— 1), 7 is the probability that y, ; >0 and I(y; ;—) =
0) denotes an indicator function which is equal to 1 if the argument is true and to 0
otherwise.

2.3 The low frequency component

The low frequency component is modelled as a linear combination of MIDAS filters
of past volumes aggregated at different frequencies. In this framework, a relevant
issue is related to the identification of the frequency of the information to be used

! This result is confirmed by computing the Bayesian Information Criterion (BIC) for the estima-
tion of P and Q lags.
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by the filters, that notoriously acts a smoothing parameter. Therefore, using trading
volumes moving at daily and hourly frequencies, the trend component 7; is defined
as

Ky
logTy=m+6; ) o(®14,04)YD; ¢
k=1
&4 & (H—j+1)
160 Y. Y Oy (@, 02 )YH, T,
k=1 j=1

(&)

where YD, = Zf»: 1 V1,i» denotes the daily cumulative volume, with the subscript d
referring to the daily frequency parameters. The subscript /4 is related to the para-
meters corresponding to the hourly frequency. If we let¢/H € {1,...,H x T} denote
the hourly frequency, with H being the number of intervals in which the day is di-

vided, the variable Y Ht(J ) corresponds to the (j)-th hourly cumulative volume of the
day ¢, that is YH,m = jflﬂ
cification is compatible Wiﬂil the heterogeneous market assumption of Miiller et al.
(1993), enforcing the idea that market agents can be divided in different groups char-
acterised by different interests and strategies. Also, as pointed out in Corsi (2009),
an additive cascade of linear filters moving at different frequencies allows to repro-
duce very persistent dynamics such as those typically observed for high-frequency
trading volumes.

A common choice for determining @ (®) is the Beta weighting scheme

" Vi, for j=1,...,H. This multiple frequency spe-

(k/K)(—k/R) >
L (/KT /K)o

(@) = (6)

As discussed in Ghysels et al. (2007), this Beta-specification is very flexible, being
able to accommodate increasing, decreasing or hump-shaped weighting schemes.
The Beta lag structure in (6) includes two parameters, but in our empirical applica-
tions @ is always set equal to 1 such that the weights are monotonically decreasing
over the lags. Furthermore, the number of lags K is properly chosen by information
criteria to avoid overfitting problems.

The clustering of the trading activity involves a continuous variation of the av-
erage volume level and thus the dynamics of trading volumes are typically char-
acterised by sudden transitions from states of very low trading activity to states of
intense trading. In order to account for this switching-state behaviour we further
extend the proposed modelling approach introducing a time-varying intercept in the
formulation of the long-run component. This is specified as a convex combination
of two different unknown parameters m; and my, that is m; = 4 m; + (1 — A,) my.
The combination weights are time-varying, since they change as a function of ob-
servable state-variables. The weight function 4, follows a logistic specification of
the type .

M (5 )

(v,6)>0 @)
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where y and 6 are unknown coefficients and s;_; is an appropriately chosen state-
variable.?

3 Out-of-sample forecasting comparison

High-frequency trading volume data used in our analysis refer to the stocks Deutsche
Telekom (DTE), GEA Group (G1A) and Salzgitter (SZG) traded on the Xetra Mar-
ket in the German Stock Exchange. An important feature of the data is the different
number of zeros induced by non-trading intervals, since for DTE proportion of zero
observations is 0.03%, for G1A 7.046% and for SZG 15.78%.

The raw tick-by-tick data have been filtered employing the procedure proposed
by Brownlees and Gallo (2006), only considering regular trading hours from 9:00
am to 5:30 pm. Tick-by-tick data are aggregated computing intra-daily volumes
over 10-minutes intervals, which means 51 observations per day. The data have
been seasonally adjusted using the Fourier Flexible Form described in equation (2).

To evaluate the predictive ability of the H-MIDAS-CMEM models and their re-
lative merits with respect to competitors, we perform an out-of-sample forecasting
comparison over the period January-December 2007, which includes 251 days. In
order to capture the salient features of the data and to safeguard against the pres-
ence of structural breaks, the model parameters are recursively estimated every day
starting from January 2006 with a 1-year rolling window. Therefore at each step
we predict 51 intra-daily volumes before re-estimating the models, for a total of
251 days and 12801 intra-daily observations. The out-of-sample performance of
the examined models is evaluated by computing some widely used forecasting loss
functions. The significance of differences in forecasting performance is assessed by
the Model Confidence Set (MCS) approach (Hansen et al., 2011) which relies on a
sequence of statistic tests to construct a set of superior models, in terms of predictive
ability, at certain confidence level (1 — ).

To compare the out-of-sample predictive performances we use the following loss
functions

T 1
LMSE = Z Z(xt,i *fz,i)z

t=1i=1

T 1
LSllcmg — Z (Wt,i lOg"f’r,i)

t=1i=1

where LMSE is the Mean Squared Error (MSE) of the volumes, while LS8 is
the Slicing loss function developed by Brownlees et al. (2011) to evaluate VWAP
trading strategies. The slicing weights W, ; are computed under both the static and
dynamic VWAP replication strategies. The loss functions for single model shown in
the top panel of Table 1 point out that the H-MIDAS-CMEM with fixed and, mainly,

2 A suitable choice for the state-variable is the daily average of intra-daily volumes ;.
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Table 1: Out-of-sample loss functions comparison
Loss functions average values
DTE GI1A SGZ
IMSE [SELSL NS LS O[S IMSE LSS
MEM 0.4813.9202.767 1.9973.9212.765 0.8693.9212.764
CMEM 0.4773.9182.766 1.9663.9162.762 0.8583.9182.762
HAR-MEM 0.4763.9182.766 1.9633.9162.762 0.8573.9182.762
MIDAS-MEM 0.4773.9182.766 1.9773.9172.762 0.8583.9182.762
H-MIDAS-CMEM 0.4653.9152.764 1.9583.9092.757 0.8503.9122.758
H-MIDAS-CMEM-TVI  0.4553.9142.763 1.8503.9072.756 0.7993.9112.757
MCS p-values
DTE Gl1A SGZ
IME L% L% D LE LY, DM LE L,
MEM 0.0000.0000.000  0.0020.0000.000 0.0040.0000.000
CMEM 0.0010.0020.000 0.0100.0000.002 0.0190.0000.000
HAR-MEM 0.0010.0000.000 0.0140.0000.004 0.0250.0000.000
MIDAS-MEM 0.0000.0000.000 0.0060.0000.002 0.0160.0000.000

H-MIDAS-CMEM 0.0270.0590.086 0.232
H-MIDAS-CMEM-TVI

Top panel: loss functions values for Mean Squared Error (LMSF) and Slicing Loss with weights
computed under the static (L5%) and dynamic (L%n) VWARP replication strategy. In bold the best

stc
model € 95% MCS

model. Bottom panel: MCS p-values for the examined loss functions. In
and in - model € 75% MCS.

with time-varying intercept returns the lowest values for both the Mean Squared Er-
ror (LMSE) and the Slicing loss using weights computed under the static (L55) and
dynamic (L%n) VWAP replication strategy. A lower value of LMSE provides evid-
ence of a greater ability to capture the continuous variation from calms to storms
periods, since intra-daily volume series are highly volatile, whereas minimizing the
Slicing loss function increases the chances to achieve the VWAP target for a given
trading strategy. In order to evaluate if the differences in terms of the considered
loss functions are statistically significant, the MCS approach has been used. The
MCS results confirm the strength of the H-MIDAS-CMEM, since the model with
time-varying intercept is always included into the 75% MCS referring to the set of
loss functions employed to measure the predictive ability of the models. For what
concerns the H-MIDAS-CMEM with fixed intercept, it falls in the set of the super-
ior models at the 0.75 confidence level for SZG according to the considered loss
functions. This also applies to G1A, with the exception of the static Slicing loss en-
tering at the 0.95 level. Finally, for DTE the H-MIDAS-CMEM is out of the MCS



8 Antonio Naimoli and Giuseppe Storti

for the LMSE | while falling into the 95% MCS for both the Slicing. Furthermore, the
benchmark models never fall into the MCS according to the loss functions and the
confidence levels considered.
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Conditional Quantile-Located VaR
Valore a rischio condizionato ai quantili

Giovanni Bonaccolto, Massimiliano Caporin and Sandra Paterlini

Abstract The Conditional Value-at-Risk (CoVaR) has been proposed by [1] to mea-
sure the impact of a company in distress on the Value-at-Risk (VaR) of the fi-
nancial system. We propose here an extension of the CoVaR, that is, the Condi-
tional Quantile-Located VaR (QL-CoVaR), that better deals with tail events, when
spillover effects impact the stability of the entire system. In fact, the QL-CoVaR
is estimated by assuming that the financial system and the individual companies
simultaneously lie in the left tails of their distributions.

Abstract 1l valore a rischio condizionato (CoVaR) é stato introdotto da [1] per
quantificare I'impatto di una societd in fase di stress sul valore a rischio (VaR) del
sistema finanziario. Nel presente lavoro proponiamo un’estensione del VaR (QL-
CoVaR), che meglio si adatta agli eventi estremi, quando il rischio di contagio im-
patta sulla stabilitd dell’intera economia. Infatti, il QL-CoVaR é stimato assumendo
che il sistema finanziario e le singole societd sono simultaneamente poste sulle code
sinistre delle loro distribuzioni.
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1 Methods

We first introduce the Conditional Value-at-Risk (CoVaR) proposed by [1]. Then,
we provide the details about the Conditional Quantile-Located Value-at-Risk (QL-
CoVaR). Let y; and x;; be the returns of the financial system and of the i-th financial
company at time ¢, respectively, for i = 1,....N and t = 1,...,T. Let Q¢ (xi;|L;—1)
denotes the 7-th quantile of x;;, for 7 € (0, 1), conditional to the information set I, _j,
where I, = (y;—1,%is—1,m;—1) with m,_; being a control variable at time # — 1.
Similarly, Qg (y:|I;=1,xi) is the 6-th quantile of y, conditional to the information
set available at  — 1 as well as to the return of the i-th company observed at time ¢,
for 6 € (0, 1). For simplicity, we set QO (xi,|I;—1) = Or(xi) and Qg (y|Li—1,xiy) =
Qg>(y[); 0 and 7 take low values, typically in the interval (0,0.05). The CoVaR
introduced by [1] is then estimated from the quantile regression models (see [4]):

0r(xiy) = o’ + Bim_y, 1)
Qg) ()’z) = 5(§i) + l(gi)xi,z + 7éi>mtfl~ 2)
Let QT (xiz) = 669 + Efmm,_ 1 be the estimated 7-th quantile of x;,, it is possible

to compute the CoVaR at the distress and at the median state of the conditioning
company, respectively, as follows:

CoVaR'y =8y + A3 Or(xis) + 7y mi—1, 3)
COV(,IRE%J/Z = gél) ‘|‘/iél) Q\l/z (ijt) + )A/éwm,_l, (4)

and compute the ACoVaR to quantify the marginal contribution of the i-th company

to the systemic risk (see [1]). Note that CoVaRt(%_1 P is always parameterized to the
median state of the i-th conditioning company. Hence, we can omit the level 1/2 as

subscript of the ACoVaR measure as follows:
ACOVaRfo,T = ConRf,%,f _COV“Rz(.lé,l/z = Aél) Qr(xiﬁt) - Q\l/2(xi1) )
For simplicity, we set 8 = T and, then, ACoVaRt(f?9 = ACoVaR,(Q. It is important
to highlight that the parameters in (2) and the coefficients in (3) are functions of 0
only, neglecting the role of 7. Therefore, the estimation process behind (3) depends
on x;; and not on Qz(x;,). In contrast, we estimate the parameters in (2) assuming

that the financial system and the i-th company simultaneously lie in the left tails
of their distributions. We then take into account the impact exerted by x; ,—in the

neighbourhood of its 7-th quantile—on Qg) (y;)- This allows us to increase the dis-
tress degree in the connections between the individual companies and the system to
make our risk measure more sensitive to extreme events. The model we propose is
defined as follows:
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04 () = 84 A s+ Yy mi 1, ©)

where the parameters have both 6 and 7 as subscripts, as they depend on the quan-
tiles levels of both y; and x; ;.

In fact, the unknown parameters in (6) are estimated from the following mini-
mization problem:

T F ) —
argmin Z Pe [}’t - 5él)r - lél‘)fxi,t - Yg_)rmt—l} K <F”1(JZI)T> , (D
50 20 ) =1 ' ' '
CR A CRARCR

where pg(e) = e(6 —1{,0}) is the asymmetric loss